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Abstract 

This thesis addresses the passage retrieval and specific natural language processing 

(NLP) problems involved in the development of a Chinese question answering (QA) 

system with a re-visit of the traditional Chinese full-text retrieval task. The goal of 

this thesis is to investigate the applicability of the MultiText system, a collection of 

techniques and tools for information retrieval (IR) and QA, to languages other than 

English, for example, Chinese, one of whose main differences from English is that 

texts are written as consecutive characters without explicit word boundaries. 

QA is focused on extracting small fragments of text as answers to natural language 

questions. Modern QA systems usually employ a pipeline architecture consisting of 

three main components: question analysis, IR, and answer extraction. Techniques for 

building English QA systems have been widely developed, but QA in Chinese has 

until recently drawn little attention. This is probably because of the difficulties of 

dealing with Chinese language characteristics, such as word segmentation, sentence 

structure analysis, and the recognition of non-word named entities, such as Chinese 

person names and numbers.  

The MultiText research group had no previous experience in migrating QA 

techniques from English to Chinese, which motivated this thesis. In the course of our 

investigation of building a Chinese QA system, we found it necessary to re-visit 

Chinese full-text retrieval. For one reason, IR plays an important role in QA. For 
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another reason, the MultiText's Chinese experiments at TREC-6 only focused on full-

text retrieval with manually constructed queries. Experiments with automatic queries 

were not conducted at that time. In addition, the new passage retrieval algorithm and 

answer extraction heuristics developed specifically for QA could be adapted for full-

text retrieval purposes, including the ranking of full documents and pseudo-relevance 

feedback. While describing the incorporation of traditional and new passage retrieval 

techniques into Chinese text retrieval and QA, this thesis addresses approaches to 

specific NLP problems in Chinese text processing in depth. The evaluation results of 

our systems performance indicate that, with suitable modifications, the MultiText 

techniques are effectively applicable to Chinese text retrieval and QA as well. 
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Chapter 1 

Introduction 

This thesis investigates passage retrieval and specific natural language processing 

(NLP) problems involved in the development of a Chinese question answering (QA) 

system with a re-visit of the traditional Chinese full-text retrieval task [46].  

Automatic question answering is applied in the situations in which the users prefer 

to ask a question in the form of a natural language sentence rather than to formulate 

more complex queries, and would like the system to return the specific answer rather 

than to require the users to locate the answer by themselves from a list of documents 

[27]. QA systems are difficult to develop due to the complication of NLP. However, 

certain types of questions, for example, many factoid questions, are apt to be 

answered correctly with simple NLP on top of Information Retrieval (IR) techniques.  
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Typical existing QA systems rely on an information corpus and employ a pipeline 

architecture consisting of three main components: question analysis, information 

retrieval, and answer extraction. A question posed in natural language is processed by 

the question analysis component to formulate a query. The query is then resolved in 

the corpus by the information retrieval component to retrieve documents or snippets 

that are likely to contain the answers to the question. Finally the answer extraction 

component determines the answers from the retrieved information. 

As IR is an important component of a QA system, modern IR technology has 

significantly encouraged the research on QA. As mentioned above, the goal of IR is 

to identify appropriate information1 that meets the user’s requirement. In more detail, 

the process can be modeled as searching literature in a given library. In an 

information retrieval system a “library” is represented as a set of searchable 

documents held in a text corpus. The system indexes the corpus and provides some 

searching mechanism to select documents that are likely to satisfy the user’s 

requirement. Most modern IR systems have entire documents in the corpus accessible 

and provide full-text retrieval capabilities. A traditional full-text retrieval task, 

defined by the Text REtrieval Conference (TREC), is also called ad hoc retrieval, 

where the IR system is aware of the text collection containing articles with a large 

diversity of subjects, but the specific topics to be explored are arbitrarily defined and 

unknown to the system in advance [38]. An appropriate query has to be formulated to 

 
1 In context of this thesis our focus is on traditional natural language texts in machine-readable form, such as 

electronic text documents stored on disks or accessible on the Web. 
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represent each topic retrieved from the text collection, and a ranked list of documents 

in decreasing order of proximity to the query is to be returned as the result.  

Existing techniques developed for QA and IR are mainly applied to English texts 

only. In particular, the MultiText research group at the University of Waterloo has 

integrated a set of passage-based techniques into their QA and IR systems to rank full 

documents or small passages within an English text collection. Passage-based 

retrieval techniques are featured in that full documents are split into passages and 

only documents or fragments containing relevant passages are retrieved. During the 

University of Waterloo’s participation in various tracks at TREC in recent years, the 

use of those passage-based techniques in MultiText systems has been shown effective 

for QA and IR in English.  

However, in the domain of languages other than English, for example, Chinese, the 

effectiveness of those techniques has been seldom explored. Chinese differs from 

English mainly in that texts are written as consecutive characters without explicit 

word boundaries. For Chinese text processing, specific techniques are required to 

deal with Chinese language characteristics, such as word segmentation, sentence 

structure analysis, and the recognition of named entities in the form of non-regular 

words, such as Chinese person names and numbers.  

As there was no previous work that investigated migrating the MultiText 

techniques from English to Chinese QA, the motivation of this thesis was to address 

the problems in developing a QA system in Chinese. In the course of this 



CHAPTER 1. INTRODUCTION              4 

 

investigation we found it necessary to re-visit Chinese full-text retrieval, which was 

explored during the MultiText’s participation in the TREC-6 Chinese track. For one 

reason, IR plays an important role in QA. System set up specifications used in 

previous Chinese experiments would be very helpful in building our QA system. For 

another reason, the MultiText’s Chinese experiments at TREC-6 only focused on full-

text retrieval with manually constructed queries. Experiments with system-formulated 

queries were not conducted. Besides, the new passage retrieval algorithm and answer 

extraction heuristics developed specifically for QA could be adapted for full-text 

retrieval purposes, including the ranking of full documents and pseudo-relevance 

feedback.  

This thesis therefore addresses both Chinese full-text retrieval and the development 

of a Chinese QA system. The content is organized as follows: Chapter 2 gives 

background information on document and passage-based retrieval strategies, TREC 

and its relations to full-text retrieval and QA research, as well as the challenges in 

conducting those tasks in the Chinese environment. Chapter 3 details the MultiText’s 

retrieval algorithms, the various Chinese segmentation schemes, and many special 

considerations in building a Chinese QA system. Chapter 4 describes the 

experimental set up specifications. Chapter 5 reports the experimental results to 

evaluate the effectiveness of MultiText’s retrieval strategies on both full-text retrieval 

and QA in Chinese. The impact of segmentation and pseudo-relevance feedback on 

retrieval performance is also investigated. Chapter 6 concludes this thesis and 

suggests future work. 
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Chapter 2 

Background 

2.1  Document-Based Retrieval vs. Passage-Based Retrieval 

Text retrieval strategies are typically designed to identify documents relevant to a 

user’s query in the text collection. In many statistically based retrieval systems, 

techniques using whole-document similarity measures have been well developed to 

rank documents according to their estimated likelihood of relevance. These 

techniques rank full documents by measuring the degree of similarity of a document 

to the query according to a heuristic similarity function. 

The choice of a similarity function is crucial for ranking effectiveness. There have 

been many functions proposed. A proven effective formulation is the cosine measure 

[41,54,71], which is defined as:  
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Frequency (IDF), a measure that estimates the rarity of term  in the collection. A 

document ranked by the cosine measure attracts high scores if it contains many of the 

query terms, and if those terms are common within the document but relatively rare 

in the collection. As longer documents tend to cover more terms, document length 

normalization is used to avoid favoring retrieval of longer documents. 

t

Traditional text retrieval systems were used to search relatively short documents, 

such as abstracts of papers. Modern systems are facing the challenge of providing 

searching capabilities for a variety of full documents, which can be as arbitrarily long 

as several megabytes. Since the heuristic whole-document similarity measures 

disregard the location or proximity of the query terms within a document, the terms 
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occurring together in the same document are not necessarily close to each other, 

especially for longer documents. This kind of documents, although ranked high by 

the similarity measures, is often non-relevant to the query. In contrast, it has been 

observed that a document with a relatively short fragment—called a passage—

containing a high density of query terms is more likely to be relevant than a 

document matching the same number of query terms that are located far away from 

each other. For example, for a query “Computer Science University of Waterloo”, a 

document with a short passage matching all these terms is very likely to be relevant; 

whereas a document without such a passage but instead talking about “Computer 

Science” and “University of Waterloo” in distantly separated blocks is less likely to 

satisfy the query. Inspired by this observation, researchers have developed alternative 

retrieval approaches—called passage-based strategies—to divide each document into 

a set of passages and compute the similarity between each passage and the query 

[20,43,52,55,57,61]. In these approaches the results returned to the user can be the 

highest-weighted passages, or a ranked list of documents, where the score assigned to 

each document is determined either according to its best passage [58], or by 

combining the weights of best passages it contains [57].  

In spite of the potential advantage that passage-based retrieval techniques may 

improve retrieval effectiveness, ranking of passages can considerably increase 

computational costs, as a larger number of candidate text units have to be ranked. 

Therefore a practical passage-based strategy should appropriately define the type of 

passages to be ranked. In the past decade experiments have been conducted over the 
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following types: marked up sections [13,42-44,47,55,61,70], roughly equal-length 

pages or paragraphs [55], semantic units delimited according to topic shifts [26,57], 

fixed-length of words [52,57,58], and arbitrary passages where a passage is allowed 

to start at any point in the document with any length [58]. The results obtained by 

Kaszkiel and Zobel [58] show that in their experiments, the most effective type of 

passages are fixed-length passages of 150 to 300 words. 

In the context of question answering, passage-based strategies have notable 

advantages over whole-document retrieval techniques, as the answer to a query (or 

question) is very likely to be covered by a small portion of text that satisfies the query 

with high density of query terms. Recently Tellex et al. [69] conducted quantitative 

evaluation over a set of passage retrieval algorithms used for existing QA systems, 

and they concluded that density-based measures of query terms significantly affect 

the passage ranking and hence the overall performance of a QA system.  

 

2.2 The Text REtrieval Conference (TREC) 

To review the evolution of research on full-text retrieval and question answering, one 

cannot ignore the significance of the Text REtrieval Conference (TREC), the overall 

goal of which is to foster research in information retrieval using large-scale test 

collections, and to encourage interaction among research groups from industry, 

academia and government in an open forum. TREC is co-sponsored by the National 
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Institute of Standards and Technology (NIST) and the Defense Advanced Research 

Projects Agency (DARPA). An important way TREC attracts participants and 

research, is that every year TREC defines a set of research tasks—called tracks—

associated with standard test collections. All participants who take part in one or 

more of the tracks are required to run experiments on their own information systems 

and to submit results in specific formats to NIST. This structure allows different 

techniques to be compared based on the same evaluation standard, and thus 

participants may have the opportunity to understand the challenges with respect to 

each track, and to exchange research ideas on how to choose and improve their 

techniques. During the past 12 years, many tracks have been investigated, including 

ad hoc, routing, Web, QA, and tracks with multiple languages or multi-media.  

For all tracks, the quality of the test collections is crucial to the success of TREC. A 

typical TREC test collection is similar to most traditional retrieval collections in that 

it consists of three main parts: The documents, the topics, and the relevance 

judgments [18]. The documents corpus should be large and should reflect a diversity 

of document length, subjects, vocabulary, and writing styles. To simulate a real user’s 

information requests, the topics should facilitate constructing queries with a variety of 

methods, either manual or automatic, and should give clear criteria that make a 

document relevant. For each given topic, ideally relevant judgments need to be made 

upon all documents in the collection. This is impractical as it would result in a 

tremendous amount of judgment work. A successful approximation known as pooling 

[56] used at TREC is to judge relevance on the sample of documents selected by the 
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various participating systems. Details of the pooling method in our particular 

experiments are given in Chapter 4. Participants’ runs against the test collection are 

evaluated using several measures. Traditional test collections are made from the full 

text of documents, and evaluation measures are based on recall and precision [48]. 

Recall is defined as the proportion of documents relevant to a search query that are 

retrieved by a given search formulation, whereas precision is defined as the 

proportion of documents retrieved by a given search formulation that are relevant. As 

TREC has expanded into many different tasks, new types of document sets as well as 

new ways of relevance judgments and evaluations have been devised. The details of 

test collections and evaluation measures for ad hoc retrieval and QA are described in 

the following sections. 

 

2.3 Full-Text Retrieval at TREC 

The full-text retrieval, or the ad hoc retrieval in context of this thesis, was started as a 

main task from TREC-1 [17]. The purpose is to investigate the retrieval performance 

of systems that search a fixed document collection with new topics. Participants are 

given a set of new topics to formulate queries and to retrieve a ranked list of 1000 

documents for each topic from a given document collection, assumed to be in 

decreasing order of likelihood of relevance to the topic. The relevance judgments for 

those topics are not unknown by the participants in advance.  
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2.3.1 The Test Collection 

At TREC, the ad hoc test collection provided in English contains about 2 gigabytes of 

documents and 50 topics. The high level structure of each document is marked up 

with SGML tags to identify fields of texts such as the document boundaries, 

document identification numbers, headlines, and text bodies. Each topic is composed 

by a topic number, a “title” field with one to three keywords, a “description” field 

with one sentence description of the topic area, and a “narrative” field that gives the 

criteria of what makes a document relevant. Participants can construct queries in any 

matter they like, but have to distinguish manual queries from purely automatic 

queries. The former kind of methods allows manual intervention, either with or 

without machine assistance; whereas the latter extracts information automatically 

from the topics to formulate queries, and any query refinement must be automatic 

process as well. For each set of automatic queries, participants should also report 

which topic fields are used for query construction when submitting their runs. 

2.3.2 The Evaluation Measures 

The ad hoc runs are evaluated by a common scheme—the trec-eval package 

implemented by Chris Buckley [4]. This package contains several measures derived 

from recall and precision. The measures that have been mostly used to compare runs 

are the recall-precision curve and the mean average precision [37]. The recall-

precision curve, as shown by the MultiText TREC-7 ad hoc result as an example in 

Figure 2.1, plots average precision over all test topics at each given recall level, and 
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reflects the retrieval behavior of a particular run over the entire spectrum of recall. 

The roughly inverse relationship between recall and precision in the curve is because 

when more documents are retrieved, the absolute number of relevant documents 

usually increases, while the proportion of documents fetched that is relevant is likely 

to decrease. For each topic, the average precision score (non-interpolated) is the mean 

of the precision at the level that each relevant document is retrieved, and the mean of 

such scores over all topics is the mean average precision for a whole run. A more 

precise description of the measures used in our experiments and other evaluation 

schemes are given in Chapter 4. 

                    
Figure 2.1: A Sample of Recall-Precision Curve (MultiText TREC-7 Ad Hoc Result) 
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2.3.3 The Research Areas 

For the ad hoc task, six major research areas have been involved: the ranking 

techniques, the use of passages, the use of top documents with or without other 

schemes for query expansion, the user-in-the-loop experiments for manual expansion, 

the combination of different runs using “data fusion”, and the query formulation 

methods based on particular topic fields. Table 2.1, quoted from Voorhees and 

Harman [35], shows the history of those now-widely-accepted techniques. 

 

Table 2.1: The Evolution of New Techniques Used for the Ad Hoc Task 

 

Table 2.1 only gives the history of the ad hoc track from TREC-2 to TREC-6. In 

fact, TREC-1 was the first time that IR research groups had ever produced their runs 

on the same data set and compared results using the same evaluation scheme. The 
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huge increase in the size of the text collection forced most participating groups to put 

their major efforts on scaling up their systems’ retrieval capabilities [19]. Since 

TREC-2, there had been significant improvements on many systems’ performance, as 

more and more new techniques were developed. By TREC-6, some techniques had 

been widely spread and become standard usage. Many systems’ TREC-7 and TREC-

8 runs were produced using the same basic processing as in TREC-6. Ad hoc was 

discontinued from TREC-9, as people believed that enough infrastructures already 

existed. It was not until TREC-12 that ad hoc was brought back, renamed robust, for 

which the focus was on investigating poorly performing topics and improve the 

consistency of retrieval technology [34].  

Among the six research areas involved in the ad hoc task, the use of high-quality 

ranking techniques is of primary importance. The most widely used technique is a 

probabilistic term weighting algorithm called Okapi, originally developed by 

Robertson et al. from City University, London [65,66]. The main feature of Okapi is 

that it accounts for document term weight, query term weight, and document length. 

The initial versions of Okapi functions were refined and combined into BM 25 for 

TREC-3, and afterwards it was either implemented by other TREC participants, or 

combined with other weighting schemes and adapted into other systems, such as 

INQUERY from the University of Massachusetts [49] and SMART from Cornell [5]. 

The MultiText group at the University of Waterloo had produced runs for ad hoc task 

since their first participation in TREC-4, and had used Okapi in conjunction with 

various passage-based algorithms. The overall performance had proved very good. 
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The passage-based retrieval and Okapi BM25 formulae used in MultiText 

implementations are explained in the next chapter. 

As for other research areas, the second row in Table 2.1 shows that passages were 

heavily used in TREC-2 and 3, but less widely used in TREC-4 and 5 as many 

participants were concentrating on improving their term weighting algorithms. There 

were more use of passages again in TREC-6, but mostly for query expansion with 

relevance feedback, which is shown in more detail in the third and fourth lines of the 

table, standing for automatic feedback and manual feedback respectively. The general 

scheme for feedback is to select words appearing in many relevant documents but in 

relatively few irrelevant documents, because they are likely to be related to the user’s 

information request and helpful to retrieve more relevant documents. As retrieval 

runs are produced without relevance judgment information, it is assumed that the top 

ranked documents are relevant. Automatic feedback using the top retrieved 

documents is also known as pseudo-relevance feedback, which had been used in 

various ways by most participating groups by TREC-6. 

Another widely used technique, data fusion, refers to combining runs produced 

from different techniques. An observation is that different techniques may be suitable 

in different situations. For example, some weighting schemes perform better at low 

recall levels whereas others work better at high recall levels. Merging results from 

multiple runs can be helpful to compensate for the shortfalls of different techniques 

and improve the overall retrieval performance.  
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The last row in Table 2.1 regards query formulation. Queries in early TRECs were 

considered as bags of equally weighted words extracted from topics. As the ad hoc 

task went on, the query formulation process became more complex. For example, 

Waterloo’s MultiText group used GCL [12], a query language developed within the 

group to generate queries with Boolean expressions, ordering, tiering and other 

features [46]. Another issue with respect to query formulation is the investigation of 

different topic fields used for creating automatic queries, such as title only (Very 

Short version), description only (Short version), and all fields (Full version). In the 

case of English ad hoc, the Very Short version surprisingly works as well as Full 

version, while the Short version is the worst. However, given this result, it is difficult 

to tell the length of queries that is generally most suitable for retrieval purpose. For 

one reason, the appropriate length varies from topic to topic. Some “bad” topics 

inherently have very few relevant documents in the corpus, while the “good” topics 

have a considerable number of relevant documents. Adding more terms into queries 

simply makes good topics perform better, whereas bad topics even worse. A second 

reason is that different retrieval techniques may be suitable for different lengths of 

queries. Some groups therefore applied different schemes to different query versions 

[6,47], and accordingly the runs were not easily comparable with regards to query 

lengths only. 
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2.4 Automatic Question Answering at TREC 

2.4.1 Evolution of TREC QA 

The main goal of question answering (QA), as mentioned in the previous chapter, is 

to have the system return actual answers in response to a question, rather than a 

ranked list of documents as for traditional ad hoc tasks. The assumption is that users 

may prefer to have their questions answered in a short snippet of text (for example, an 

answer “Abraham Lincoln” to the question “Who is the 16th President of the United 

States?”) rather than look for the answer in full documents. Research on QA can date 

back to the 1960’s, with a long history in complex natural language processing (NLP) 

[40]. In recent years, the research focus is on extracting answers from large text 

collections with various strategies built on top of modern IR technology. 

The QA track has run since TREC-8 in 1999, and during its five years’ evolution, 

both the scope and difficulty have been substantially expanded. Table 2.2 gives a 

comprehensive comparison among the QA tracks over the past five years [27,28,30-

33], based on the criteria of defined tasks, the number of participating groups and 

submitted runs, test collection specifications, requirement of submissions, judgment 

decisions, evaluation measures, and best results for the main tasks. 
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 TREC-8 TREC-9 TREC-10 TREC-11 TREC-12 

Tasks 50-Byte / 
250-Byte 

Same as 
TREC-8 

Main/List 
/Context Main/List Main/ 

Passage 
No. of  
Participants 20 28 36 34 33 

No. of Runs 50-Byte: 20 
250-Byte: 25 

50-Byte: 34 
250-Byte: 44 

Main: 67 
List: 18 
Context: 7 

Main: 67 
List: 9 

Main: 54 
Passage: 21 

Document 
Collection 
(newspaper/ 
newswire) 

TREC-8 Ad 
Hoc 
Collection 
(TREC disks  
4, 5; 528,000 
documents;  
2GB 

TREC disks  
1-5; 979,000  
documents 
3GB 

Same as  
TREC-9 

AQUAINT 
Corpus of 
English 
News; 
1,033,000  
documents 
3GB 

Same as 
TREC-11 

No. of  
Questions 

198 factoids, 
guaranteed  
to have  
answers in  
corpus 
(released: 
200) 

682 more like 
“real” 
questions 
guaranteed to  
have answers  
in corpus 
(released: 693) 

Main: 500 
List: 25 
Context: 42,  
(grouped in  
10 series) 
(questions not 
guaranteed to 
have answers) 

Main: 500 
List: 25 
(not 
guaranteed 
to have  
answers) 

Main:  
    Factoid: 413 
    List: 37 
    Definition:50 
Passage: 413 

(same as main 
 factoids) 
(not guaranteed 
to have answers) 

Question  
Source 

FAQ Finder 
Log, 
Assessors, 
Participants 

Encarta log, 
Excite log, 

MSNS logs, 
AskJeeve 
 logs 

MSNS logs, 
AskJeeve 
logs 

AOL and 
MSN search 
Logs 

Answer 
Formats 

A ranked  
list of 5 
[document-id, 
answer-
string] 
pairs per  
question,  
limited 
to 50/250 
 bytes 

Same as  
TREC-8 

Main/context: 
Same as  
TREC-8 
 
List: an  
Unordered 
List of 
[document- 
id, answer- 
string] pairs 

Main: 
only one 
[document- 
id, answer] 
pair, exact 
answer or 
“NIL” 
 
List: same as 
TREC-10 
list, but  
required to 
be exact 
answers 
 

Main:  
Factoid: same as 
TREC-10 Main 
List: same as  
TREC-10 list,  
But no target 
Number 
Definition: same 
As list, but no 
Limit to answer 
String lengths 
 
Passage: one 
response to 
each question, 
within-document 
offset and span 
length (250-byte 
 limit) marked 

Correctness  
Judgments 

“correct” if  
string 
contains right 
answers; 
unsupported 
strings 
are correct 

Correct/ 
Incorrect/ 
Unsupported 
 
Lenient 
scores: 
unsupported= 

Main/Context: 
Same as 
 TREC-9 
 
List: 
Correctness/ 
Distinctness 

Main: 
Incorrect/ 
Unsupported/ 
Inexact/ 
Correct 
 
List: same as 

Main:  
Factoid/list: 
Incorrect/ 
Unsupported/ 
Inexact/ 
Correct 
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correct 
 
Strict (official 
) 
scores: 
Unsupported= 
incorrect 

TREC-10 list Definition: 
“Information 
 nuggets”2  
created 
and marked by 
assessors 
 
Passage: 
Incorrect/ 
Unsupported/ 
Correct 

Evaluation 
Measures MRR3 MRR 

Main/Context: 
MRR 
 
List: Average 
Accuracy4

Main: No. of 
Correct; 
Confidence 
Weighted 
Score5; NIL 
Accuracy6

 
List: same 
as TREC-10 

Main:  
FinalScore= 
1/2*FactoidScore 
+1/4*ListScore 
+1/4*DefScore7

 
Passage: 
Accuracy 

Best Main  
Task 
Results 

50-Byte:  
MRR: 0.66 
250-Byte: 
MRR: 0.646 

50-Byte:  
MRR: 0.58 
250-Byte:  
MRR: 0.76 

MRR: 0.68 

# correct: 415 
Confidence 
weighted  
score: 0.856 

Final: 0.559 
(Factoid: 0.7,  
list: 0.396, 
Def: 0.442) 

Table 1.2: The Evolution of the TREC QA Track 

 

 

 

 

 

                                                      
2 “Information nugget”: A fact that an assessor can make a binary decision if a response contains the nugget [33] 
3 MRR: Mean Reciprocal Rank: the score of each question is the reciprocal of the rank where the first correct 

answer is found, if there is any; otherwise its score is 0. The mean of all questions reciprocal ranks is assigned as 

the score for a run. [36] 
4 Average Accuracy [31] 

5 Confidence Weighted Score: ∑=
=

Q

i i

i

Q
F

1

ranks first in correct number 1
 [32] 

6 NIL Accuracy [32] 
7 FactoidScore: Accuracy: percentage of correct answers. [33] 

  ListScore: Equally weighted Instance Recall (IR) and Instance Precision (IP), or F=2*IP*IR/(IP+IR) [33] 

  DefScore: A F score based on Nugget Recall and Nugget Precision [33] 
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2.4.2 Foundation of QA Architectures 

In the early years of TREC QA, the answers required to be returned were five 50 or 

250-byte document extracts per question. Although this allowed systems to locate 

answers with simple bag-of-words approaches, especially for the 250-byte tasks, 

participants were compelled to introduce more or less natural language techniques. 

The typical general architecture of a QA system was already set up, which consisted 

of three main components: question analysis, search, and answer extraction. The 

question analysis was mainly used to identify the category of the question and key 

terms so as to formulate a searchable query. The searching component then retrieved 

relevant documents or passages, which were finally parsed by the answer extraction 

component to determine the most possible answers as results.  

Later on as the task requirements became more and more sophisticated, including 

returning a single exact short answer rather than five document extracts to a factoid 

question, and the special answer formats for list and definition questions, systems 

became increasingly complex. Although most systems still followed the general 

pipeline architecture, they had little in common at more detailed levels. In some 

systems there were successive feedback loops within or across the basic pipeline 

components [22,64]. Some other systems employed a parallel architecture in which 

multiple QA agents answered the same question independently and voted the final 

answer with knowledge-based justification [50].  
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For question classification, there was a wide range of ways to define the ontology 

of question types, from very broad or highly specified. The techniques used for 

understanding the incoming questions could be keyword finding, pattern matching or 

natural language parsing. To formulate appropriate queries, an online lexicon 

WordNet [7] was widely used to expand the initial query with related words as well 

as verify answer types in the later answer extraction component. 

In the search component, the two major different approaches were full-document 

retrieval [2,25,60] and passage retrieval [15,53]. As mentioned before, a passage 

covering a high density of query words in a document has much greater probability to 

include the actual answers than other parts of the document; therefore to have the 

system directly return passages has more advantages over retrieving full documents. 

In fact, systems using full-document retrieval usually still require a second sentence 

selection phase to essentially simulate passage retrieval; accordingly, compared to 

full-document retrieval, passage retrieval is also more efficient as it can reduce the 

amount of information to be processed for answer extraction. 

In the answer extraction component, many systems extracted named entities 

corresponding to a question’s category as answer candidates [63], while others 

viewed all retrieved short snippets matching predefined simple patterns as candidates 

[15]. Systems that attempted to fully understand questions also tended to apply 

sophisticated natural language processing to relate answers to questions, such as 

recognizing syntactic alternations, resolving anaphora, and abductive proofs [22]. 

However, many other systems avoided understanding the structure and meaning of 
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language by using data-driven approaches. Data-driven methods are based on the 

observation that the massive amounts of data in very large corpora (e.g., the Web) are 

likely to produce repeated occurrences of the same answer across different 

documents. Such data redundancy could provide simple justification for proposed 

answers and facilitate a voting scheme to determine the best ones according to the 

frequency of candidate answers in the retrieved passages [8,15,24].  

The MultiText group at the University of Waterloo has participated in the main or 

passage subtasks of QA track since TREC-8, and the system has achieved top-six or 

better performances [10,14,16,21,45]. The system features in arbitrary passage 

retrieval and answer accuracy validation with term redundancy. More details of the 

heuristics are given in the next chapter. 

 

2.5 Full-Text Retrieval and Question Answering in Chinese 

2.5.1 Challenges with the Tasks in the Domain of Chinese 

In the Chinese language, texts are written as a linear sequence of consecutive 

ideographic characters. A character is neither like a word nor a letter in English. It 

represents a complete syllable and may have a set of basic meanings associated with 

it. However, the actual independent linguistic units in the Chinese texts are not 

characters, but Chinese words, most of which consist of more than one character in a 

specific order and the length of a word varies.  
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As the word boundaries are not given as explicitly as in English-like languages, 

automatic segmentation is one of the main challenges in processing Chinese texts. 

There has been much research in successful Chinese text segmentation [1,68,74]. 

One scheme proposed by Chen et al. [1] is based on simple statistics without the 

use of a Chinese dictionary. Let p(c1, …,cn ) be the probability of a Chinese string 

c1…cn occurring in the collection, which can be obtained by: 

   
N

ccf
ccp n

n
),..,(

),...,( 1
1 =  

where f(c1,…,cn) is the number of occurrences of this string, and N is the total number 

of characters in the collection. The mutual information I(c1,c2) between character c1 

and the next one c2, defined by Sproat and Shih [68], is formulated as: 

  
)()(
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×
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If I(c1,c2) is high, the bigram composed by c1 and c2 may be a word. To segment a 

whole text, Chen et al. suggested to first determine the character frequencies from the 

text and presume each bigram with a mutual information value above a threshold as a 

word, then parse the sentences repeatedly by delimiting the words. 

 Since the threshold value for mutual information is fixed, even if it is carefully 

chosen (Chen et al. used 7), this statistical method is likely to fail to find uncommon 

words while finding some non-real words. In contrast, another type of approach, 

segmentation with a Chinese dictionary [74], usually produces more accurate words. 
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These approaches can be classified into three groups: the longest match, the shortest 

match, and the overlap match [72]. The longest match is also called greedy parsing, 

in which the text is scanned sequentially and matched against the dictionary for the 

longest entry. In the shortest match, the text is sequentially scanned and the first 

strings found to match the dictionary are taken as words. Compared to the longest 

match, shortest match usually generates more words with less specific meaning. In 

both of these methods, when a word entry is found, the word boundary is marked and 

the match process starts from the next character. The overlap match differs from them 

in that words generated are allowed to overlap with each other in the text. 

 

None of the above schemes can guarantee segmenting Chinese text fully correctly. 

Due to the ambiguous nature of many characters’ meaning, accurate segmentation 

can be so difficult that even humans might disagree on segmenting the same piece of 

text. Fortunately, despite the difficulties in segmentation, there can be different 

requirements on segmentation for different applications, depending on the need to 

understand the meaning of the text. For example, natural language processing and 

machine translation may require more accurate segmentation, whereas indexing and 

query formulation in text retrieval can be either based on advanced segmentation of 

the text, or on single or fixed-size blocks of characters. In fact, text retrieval with 

well-segmented words does not necessarily result in better performance. In indexing, 

if the indexed words are produced with the longest match algorithm, a query 

containing a short word may be a partial match to the text. In query formulation, long 
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query words may be too specific and are likely to miss many relevant documents, 

while the conjunction or disjunction of short words may result in many irrelevant 

documents being retrieved.  

In contrast, indexing with the character-based approaches, such as unigrams, 

bigrams or trigrams, can be more flexible, but can also have problems. Bigrams and 

trigrams are more likely to carry specific meaning than unigrams; however, an index 

with bigrams or trigrams may be too large to be manageable. For instance, a corpus 

containing only 1000 distinct Chinese characters can result in 1 million bigrams. As 

for query formulation, bag-of-unigrams are too ambiguous to represent the user’s 

information need; bigrams and trigrams may have the same problem as using well-

segmented words, however, overlapped bigrams (or trigrams) can either stand for 

distinct short words or reformulate longer words, and therefore are probably more 

suitable for the text retrieval purpose. 

 

In the context of question answering in Chinese, since more natural language 

processing is involved, there may be a need for correct segmentation. Besides, there 

are other challenges with respect to the Chinese features. Special processing 

techniques are necessary to overcome the difficulties. 

Firstly, most questions in English start with a “wh-” word or phrase, but Chinese 

questions have no such “standard” format. For example, a question in English “When 
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did Hong Kong return to China?” can be translated in various forms in Chinese, as 

shown in Figure 2.2: 

A question in English: 

When did Hong Kong return to China? 

 

Chinese translations: 
香港什么时候回归的中国？ 

香港回归中国是什么时候？ 

香港何时回归的中国？ 

香港在哪一年回归了中国？ 

哪一年香港回归了中国？ 

……………………………… 

 

Figure 2.2: Example of Various Chinese Translations for the Same Question in 

English 

 

Five of the possible translations are listed. In each Chinese sentence, the bold 

characters stand for the same meaning as the English question word “when”. It can be 

noticed from Figure 2.2 that a question word may be written in various ways and may 

be hidden in the start, or the middle, or the end of a Chinese question. This results in 

more complexity in question analysis, as there is no general template that can be used 

to classify the question type. 

Secondly, Chinese characters are all case insensitive. In other words, there are no 

upper or lower-case specifications. Many named entities, such as person names, 

organizations and locations, are easy to identify in English texts because they are 
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written as words starting with capital letters. In Chinese, however, there are no 

explicit signals to indicate such entities. They are written as normal sequences of 

Chinese characters and hidden in the non-segmented text. Since they are relatively 

rare in a text collection, and many of them (e.g. person names) are not even 

predefined words, in many cases neither statistics nor dictionary-based segmentation 

schemes can recognize them correctly.  

Similar to the named entities problem, numerals are also difficult to identify. Each 

Chinese number is a combination of one or more numeral characters, usually 

followed by a unit or measure word. A Chinese segmenter does not view a number as 

a regular word. Moreover, most Chinese nouns require specific unit words to describe 

them, even though the unit words are not used for measurement. Table 2.3 gives 

several examples: 

Chinese English 

一个女孩 a girl 

五百棵树 five hundred trees 

十五辆车 fifteen cars 

二十二匹马 twenty-two horses 

 

Table 2.3: Examples of Chinese nouns described with numerals and unit words 

 

In each Chinese phrase example, the underscored character is the unit word, and the 

text before it is the numeral corresponding to the bold text in the English translation. 

The rest of the text is the noun. One can notice that the use of those unit words is a 
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special characteristic in Chinese, and different unit words are designated to serve 

different nouns. 

2.5.2 Related Work on Chinese Full-Text Retrieval 

Multilingual ad hoc tracks started at TREC-3, and Chinese was introduced in TREC-

5 and 6 [3,62]. The Chinese tracks in both TREC-5 and 6 were supplied with the 

same text corpus—a collection with 164,811 Chinese newspaper/newswire articles 

with no segmentation information. The GB8 encoded raw text is about 170 

megabytes. The definition of the Chinese track was the same as the standard ad hoc 

retrieval: to search the given collection with new topics and submit a ranked list of 

1000 documents for each topic. In TREC-5, participants were given 28 topics, and in 

TREC-6, 26 new topics were used. 10 groups took part in the TREC-5 Chinese track, 

and 12 groups were involved in TREC-6.  

The MultiText group participated in the Chinese track only at TREC-6 [46]. Each 

Chinese character appearing in the text collection was re-encoded into a 6-byte 

“word” as described in Section 4.6.1 of Chapter 4, and was then indexed individually. 

A Chinese word composed by a sequence of adjacent characters was therefore 

comparable to an English phrase and could be searched with the phrase searching 

capability provided by the MultiText retrieval system. 

 
8 A common encoding standard in China and Singapore. 
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MultiText only submitted a run with manual queries. For each topic, the query was 

manually formulated with the GCL query language based on human understanding of 

the topic and then searched against the corpus with a passage-based retrieval strategy 

called “shortest substring ranking” (SSR) [13]. The query was then modified 

repeatedly in an interactive way by judging the relevance of top retrieved documents, 

and adding or removing terms from the original query. If the query did not retrieve 

enough documents, more relaxed tiers of the queries were formulated to search for 

more documents. The MultiText experiment gave the best manual run at TREC-6, 

which showed that the passage-based techniques developed by the MultiText group 

are also suitable for the retrieval applications in Chinese. 

Other participating groups that submitted runs with automatic queries generally 

explored indexing and query formulation based on words or fixed-size blocks of 

characters. Both TREC-5 and TREC-6 results implied that simple bigram approaches, 

which avoid difficult issues in segmentation, can be comparable with many other 

more complicated techniques for the retrieval purpose. 

2.5.3 Related Work on Chinese Question Answering 

Compared to text retrieval, research on Chinese Question Answering is much less 

reported in the literature. One possible reason is that multilingual QA has not been 

investigated as a TREC task. QA differs from text retrieval in that the task requires 

much more human understanding of the language. Most TREC participants and 

assessors are not experts in a specific non-English language. Accordingly there are 



CHAPTER 2. BACKGROUND              30 

 

                                                     

more difficulties in test collection construction, task participation and assessment. 

Recently, some other workshops, such as CLEF9 and NTCIR10 have introduced QA 

in European and Japanese languages, but Chinese has not been included yet. 

Nonetheless, there are some preliminary experiments conducted for Chinese QA.  

Li and Croft [73] implemented a system named Marsha, whose main components 

were similar to most existing QA systems in English: question analysis, information 

retrieval with the Hanquery search engine, and answer extraction. 

To solve the problem that in Chinese there is no standard format in asking 

questions, Li and Croft defined 170 question templates, grouped into 9 question 

categories: PERSON, LOCATION, ORGANIZATION, DATE, TIME, MONEY, 

PERCENTAGE, NUMBER, and OTHER. Each incoming question was matched 

against the templates to determine the question type and remove the question words. 

The rest of the question was parsed by BBN IdentiFinder11 to mark up named entities. 

The unmarked part was segmented into Chinese words with stop words removed.  

The named entities and segmented words were then formulated as the query 

submitted to Hanquery, a Chinese version of the Inquiry [49] retrieval system 

developed at the University of Massachusetts, to retrieve the top 10 ranked 

documents. Named entities appearing in the documents were again marked up by 

IdentiFinder. Passages were defined as overlapping sentence pairs and ranked by 5 

 
9 Cross-Language Evaluation Forum. http://clef.iei.pi.cnr.it:2002/ 
10NII-NACSIS Test Collection for IR Systems. http://research.nii.ac.jp/ntcir/index-en.html 
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heuristics. Those heuristics favored selection of passages with more query words 

matched in smaller window size and appearing in the same context as the original 

question.  

The answer to the question was extracted only from the top ranked passage. The 

named entities matching the question type were voted based on their distance to the 

matching window. The candidate closest to the matching window was chosen as the 

final answer.  

To evaluate the Marsha system, Li and Croft used the TREC-5 and 6 Chinese Track 

document corpus, and collected 51 questions from Chinese students at the University 

of Massachusetts. Marsha answered 24 questions correctly. Since the answer to each 

question was extracted only from the top passage, the lower bound of mean reciprocal 

rank (MRR) score was equal to accuracy: 0.47. 

2.5.4 Need for New Experiments with MultiText 

For Chinese full-text retrieval, although the MultiText group produced the best 

manual run in TREC-6, query construction required users equipped with trained skills 

in manually creating long structured queries involving human relevance feedback. In 

real applications, especially in interactive settings, queries are usually short and 

unstructured [11]. Moreover, as analyzed in Section 2.5.1, human selected real words 

may not be the best queries for retrieval.  

 
11 A language independent software tool that can scan texts and locate named entities, including variations in 
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To [67] described short manual query construction using the MultiText system. The 

query consisted of one, two, or three of what he considered to be the most important 

terms. A term is either a word or a linguistic unit in other forms, e.g. Arabic 

numerals. The length of each term ranges from 3 to 8 characters. For each new query, 

he also generated two versions, the version “term as is”, and the version where each 

term was further split into overlapping bigrams. His results showed that both short 

terms and bigrams were effective for Chinese retrieval, where bigrams were slightly 

better. Short unstructured queries did not perform as well as long manual queries, but 

they required much less human intervention. Nevertheless, in To’s experiments, the 

short queries were still formulated manually, and bigrams were only selected from 

pre-segmented terms instead of long terms or sentences. Besides, feedback was done 

by the human-in-the-loop approach; pseudo-relevance feedback was not explored.  

As for ranking algorithms, previous Chinese retrieval experiments already covered 

the shortest substring ranking (SSR), cover density ranking, and Okapi BM11. 

Several new ranking strategies introduced after TREC-6 were not evaluated against 

Chinese texts yet, which are explained in the next chapter. 

 

For Chinese Question Answering, we observed that the Marsha system developed 

by Li and Croft used document retrieval followed by sentence-based passage 

selections in the search component, which, according to previous analysis in this 

 
names. http://www.bbn.com/speech/docs/datasheets/idnt-022103.pdf 
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chapter, is less effective than passage-based retrieval. Moreover, the answer 

extraction heavily relied on finding and matching named entities marked up by 

IdentiFinder. The limit of IdentiFinder resulted in the system unable to suggest 

answers for the NUMBER and OTHER types. Even for named entities that matched 

the expected question type, because term weights were not estimated, the final answer 

selected was less likely to be correct. All these problems might be overcome by 

MultiText passage retrieval and statistical answer selection strategies. However, no 

prior work has investigated migrating the MultiText techniques from English to 

Chinese QA. 

 

As mentioned in the previous chapter, this thesis was motivated by the need to 

build a Chinese QA system with MultiText. To address the problems involved in this 

task, it was necessary to re-visit Chinese full-text retrieval. In the remainder of the 

tehsis, we investigate the unexplored issues described in this section by explaining 

how we employed both old and new passage-based retrieval techniques for document 

ranking and pseudo-relevance feedback, what topic fields and Chinese segmentation 

schemes were used to automatically construct queries, and how to develop and 

evaluate a Chinese QA system with MultiText.



 

 34 

Chapter 3 

Concepts and Methods 

All of our experiments described in this thesis were conducted with the MultiText 

System [13], which has been developed since 1993 and now includes a wide 

collection of techniques and tools for distributed information retrieval and question 

answering. In this chapter, we give a brief overview of the MultiText system, together 

with various ranking algorithms and Chinese segmentation schemes that were applied 

at different aspects in our experiments. In addition, we address the solutions to the 

specific text processing problems that arise in building a Chinese question answering 

system.  
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3.1 The MultiText Retrieval System 

The MultiText retrieval system consists of the index engines maintaining the inverted 

index file structures and providing search capabilities, the text servers providing 

retrieval capabilities, and the marshaller/dispatcher as a client interface. MultiText 

also provides a special powerful query language named GCL [12] which is able to 

retrieve passages with arbitrary length as solution extents. GCL supports phrase 

queries, Boolean operators, an ordering operator that can link the start and end 

positions of text intervals, and a set of containment operators that can specify query 

structural relationships. Each retrieved solution extent is denoted as (p, q), where p 

and q are the assigned integer positions of the start and ending words of the extent. 

As an extent, it must follow the shortest substring rule: it satisfies a query and does 

not contain any shorter substrings that also satisfy the same query.  

 

3.2 Ranking Algorithms 

The MultiText group has incorporated a variety of ranking algorithms for text 

retrieval and QA purposes, most of which are based on the passage-based schemes. 

The following algorithms were used in our Chinese experiments: 

1. Shortest Substring Ranking (SSR) [13], a passage-based document retrieval 

algorithm supporting a single tier of a structured query in GCL syntax; 
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2. Coordination level-based Cover Density Ranking (CD) [46], a retrieval 

algorithm designed on top of SSR, which is mainly used to handle short unstructured 

queries; 

3. Tiered Ranking (Tiered) [45], a retrieval algorithm designed on top of SSR, 

similar to CD but more sophisticated; 

4. QAP [15], a passage retrieval technique originally developed specifically for 

passage selection in question answering; 

5. CDR12, a passage-based document retrieval technique developed on top of QAP 

for document retrieval purpose; 

6. Okapi BM25 [66], a probabilistic document ranking algorithm widely used in 

modern retrieval systems. 

 

Shortest Substring Ranking (SSR) 

SSR is based on two assumptions: the smaller the solution extent, the more likely that 

the corresponding document is relevant; and, the more solution extents a document 

contains, the more likely that the document is relevant. 

Given a query Q and a document D that contains solution extents (p1, q1), …, (pn, 

qn), the score of D is given by: 

 
12 proposed by Clarke on a MultiText group seminar 
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Here K is a cutoff parameter whose value ranges between 1 and 16. In the Chinese 

retrieval experiments K=16 were used. Extents with length less than K are assigned a 

score of 1. In general, the score given to each solution extent is inversely proportional 

to the length of the extent. 

 

Coordination Level-based Cover Density Ranking (CD) 

Shortest Substring Ranking itself is only capable of supporting a single-tiered 

structured query in GCL syntax. To support unstructured queries, it has been adopted 

into Cover Density Ranking, a family of techniques for automatically deriving high-

performance queries in multiple tiers. It is shown to achieve high-precision retrieval 

especially from a small number of query terms. In the experiments in this thesis, two 

cover density methods were used: a coordination level-based Cover Density Ranking 

(CD) that measures the query terms’ within-document frequency and the proximity of 

their co-occurrence, and the Tiered Ranking (Tiered) that estimates the commonality 

of a set of terms based on the probability that they would co-occur in a random 

passage with fixed length. 
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CD assumes that coordination level, the number of distinct query terms contained 

in the document is an important consideration for the user to determine the relevancy 

of a document. Specifically, for a query containing N terms, the following query tiers 

are generated: 

 Top tier: all of the terms; 

 The second tier: N-1 of the query terms; 

 The kth tier: N-(k-1) terms. 

Figure 3.1 gives a sample of unstructured query terms as well as the query tiers 

generated for them. The “n of” operator, supported in GCL syntax, takes the 

conjunction of any n of the terms specified in the term list to retrieve documents 

containing at least all of the n terms. Therefore, a tier in Figure 3.1: 

2 of  (“digital”, “cellular”, “roaming”) 

is equivalent to a Boolean query: 

 (“digital” and “cellular”) or (“digital” and “roaming”) or (“cellular” and 

“roaming”) 
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Query terms:  

“digital” “cellular” “roaming” 

Query tiers:  

1st Tier: 3 of (“digital”, “cellular”, “roaming”) 

2nd Tier: 2 of (“digital”, “cellular”, “roaming”) 

3rd Tier: 1 of (“digital”, “cellular”, “roaming’) 

Figure 3.1: Sample Unstructured Query Terms and Query Tiers (for CD Ranking) 

 

Each tiered query is a coordination level to which there is a length restriction that 

all selected terms are contained in 128 words, and the Shortest Substring Ranking is 

applied. Documents retrieved by a higher tier are ranked ahead of those retrieved by 

the next lower tier. Documents retrieved by multiple tiers are only assigned to and 

ranked in the earliest tier. 

 

Tiered Ranking (Tiered) 

A shortcoming of CD is that the relative quality of the search terms is not considered. 

In the second tier of the sample queries in figure 3.1, it is possible that text fragments 

containing “digital” and “roaming” have a better chance of being relevant than 

fragments containing “cellular” and “digital”. Tiered Ranking (Tiered) provides an 

approach to this shortcoming. It firstly finds all non-empty subsets of the search 

terms, where in each set the terms are joined by conjunction as a candidate query. 

Then the precision score of each candidate is estimated assuming that a query 
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containing an uncommon set of terms is more likely to be relevant than a query 

containing a common set. Candidate queries with similar scores are joined together as 

a disjunction and formed as a query tier.  

To estimate the commonality of a term set, Tiered Ranking computes the 

probability P of co-occurrence of the terms in a random fragment with fixed length of 

n words. Given a term set , where Q is the set containing all 

search terms, P is formulated as the following, based on the assumption that all term 

occurrences are uniformly and independently distributed: 
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f i in the corpus 

 N = the corpus size 

  n = the fixed length the fragment 

The score assigned to each candidate query is the self-information of P 

(i.e., ) and the query tiers are defined as following, with n=128 in our 

experiments:

)log(P−
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 Top tier: all of the terms; 

 The second tier: query candidates with score approximately half as good as tier 1; 

 The kth tier: query candidates with score approximately half as good as tier k-1. 

For the query terms in figure 3.1, the new type of tiers is generated as shown in 

Figure 3.2. 

Query terms: 

“digital” “cellular” “roaming” 

Query Tiers: 

1st Tier: “digital” and “cellular” and “roaming” 

2nd Tier: “digital” and “roaming” 

3rd Tier: (“cellular” and “digital”) or (“roaming” and “cellular”) 

4th Tier: “digital” or “roaming” 

5th Tier: “cellular” 

Figure 3.2: Sample of Query Terms and Query Tiers (for Tiered Ranking) 

 

QAP 

The QAP ranking algorithm is a newer technique developed specifically for question 

answering. It is a probabilistic approach that views the whole document corpus as a 

long single string to locate the best solution extent by trading off the passage length, 

the number of query terms contained in the passage, and the IDF-like term weights. 

Such an extent is therefore a “hotspot” where query terms are clustered in close 
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proximity. Similar to SSR, the passage found by QAP can also be an arbitrary 

substring that is constrained by document boundaries but does not necessarily 

conform to semantic units, such as sentences or paragraphs. 

Given a query term set: , where Q is the set containing all 

search terms, the score for an extent H with length l(H) containing the terms in T 

computed by QAP is essentially the same as Tiered Ranking, except that l(H) is not 

fixed. By replacing n in formula 3.3 by l(H), and taking the self-information of P, the 

score for an extent H is therefore given by: 
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Unlike SSR that combines the weights of best passages a document contains and 

returns a ranked list of documents, QAP simply returns a ranked list of passages with 

the highest scores, where no two passages are taken from the same document. The 

passages it retrieves are usually less than 50 bytes. 

 

CDR 

As the QAP algorithm was originally designed to fetch “hotspots” that are most likely 

to contain the answer to a question directly from the corpus. It skips the document 

retrieval procedure in question answering. However, if QAP is applied to document 

retrieval, a document has to be scored the same as the best hotspot it contains. In 

other words, QAP may be treated as a document-retrieval approach by expanding the 
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window around the hotspot to the document boundaries at both ends so that to include 

an entire document. A recently proposed modification to QAP is called CDR, an 

algorithm that ranks a document by summing up the scores of all non-overlapping 

hotspots it contains calculated by the QAP approach. 

 

Okapi BM25 

Okapi BM25, a well-known and effective probabilistic algorithm for document 

retrieval, is supported by the MultiText System so that the retrieval effectiveness of 

passage-based techniques can be compared with other existing probabilistic 

measures. The current MultiText implementation of Okapi BM25 is based on the 

description by Roberston et al. [66] with typical parameter values (b=0.75, k1=1.2, 

k2=0, k3=∞). Given a term set Q, the score of a document d is computed by: 
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 D   = number of documents in the corpus 

 Dt  = number of documents containing t  

 qt   = frequency that t occurs in the topic 

 dt   = frequency that t occurs in d 
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 )/)1((1 avgd llbbkK ⋅+−=  

 ld   = length of d 

 lavg = average document length 

 

This measure accounts for the document term frequency, query term frequency and 

document length to look for the similarity between a document and a given query.  

The MultiText implementation extended Okapi BM25 with the support for queries 

containing arbitrary phrases. As Chinese words are comparable to English phrases 

with MultiText re-encoding and indexing, such “phrases” can be treated as individual 

terms in our experiments. 

 

3.3 Chinese Segmentation 

Since the MultiText system supports phrase search, in our experiments the index was 

based on individual characters, following what the group did at TREC-6.  This 

approach allowed us to experiment with various segmentation methods. The 

segmentation methods we compared, from the simplest to the most advanced, were 

overlapping bigrams (Bigrams), basic variable-length n-grams (BVN) based on 

mutual information, and a dictionary-based segmentation by the UPenn LDC 

Segmenter (LDC).  
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Overlapping Bigrams (Bigrams) 

As mentioned before, this method refers to splitting a sequence of consecutive 

characters in the Chinese texts into overlapping character-pairs. For example, suppose 

“ABCD” is a 4-character sequence. The segmented terms are: “AB”, “BC”, and 

“CD”. This method is based on the observation that more than half of Chinese words 

are composed of only two characters. It does not require any statistics or dictionary 

and thus is very easy to implement. However, such bigrams suffer from over-

generation as there is no heuristics used to decide whether a bigram is meaningful or 

not, and furthermore, those Chinese words that are truly single characters cannot be 

generated. 

 

Basic Variable-length N-grams (BVN) 

This method is similar to the statistic segmentation approach described by Chen et al. 

[1]. As their method can only extract bigram Chinese words, we have adapted it into 

the following procedure: 

A given Chinese string is scanned from the beginning. At each character currently 

reached, the mutual information I(c1,c2) is computed between the current character c1 

and the next one c2. If I(c1,c2) is above a threshold, then keep c1 and c2 together and 

continue to examine the next character pair in the same way, otherwise c1 and c2  are 

split apart. 

In our experiments, we used the same threshold value 7 that Chen et al. selected.  
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With this segmentation method, more meaningful words (not restricted to 2-

charater words) can be generated than using overlapping bigrams. However, lack of a 

lexicon makes it fail to acquire rare words and uncommon named entities. 

 

UPenn LDC Segmenter (LDC)13

This Chinese LDC segmenter developed at the University of Pennsylvania is a more 

advanced tool for Chinese segmentation with high-accuracy. It uses a lexicon 

containing a list of Chinese words and their relative frequency information. Only 

terms contained in the list can be generated, but users can easily modify the lexicon 

according to their needs to improve the segmentation performance. In our 

experiments of applying LDC segmenter to the topic and description fields in the 

Chinese track topics, 95% of the terms were correctly segmented. 

 

3.4 QA in Chinese with MultiText 

3.4.1 The QA System Architecture 

The basic version of the MultiText QA system, developed at TREC-8, only used term 

and document statistics to drive both passage retrieval and answer selection. In later 

years, this approach was augmented with natural language processing heuristics, such 

 
13 www.ldc.upenn.edu/ctb 
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as question parsing, categorization, and pattern matching. Figure 3.3 gives a 

simplified overview of the system. 

 

Figure 3.3: The MultiText QA system architecture 

 

The Chinese QA system has a similar architecture. It employs the same passage 

retrieval strategy and a simplified version of the answer selection heuristic. For 

question analysis, it also classifies the questions to determine answer categories, but 

to avoid the complexity in recognition of Chinese part-of-speech, it does not employ 

a parser. 

3.4.2 Question Analysis 

In this component, we defined the same 7 question categories: PERSON, 

LOCATION, ORGANZIATION, DATE, TIME, NUMBER, and OTHER. This is 

slightly different from the Marsha system developed by Li and Croft in that we 

considered “percentage”, “currency” and “number” as all belonging to the NUMBER 

category.  
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Unlike Marsha, which matched a question against 170 predefined templates, we 

determined a question’s type based on a set of simple heuristics. For example: 

A question containing the question word “谁” (who) expects the answer to be a 

PERSON; 

A question containing the question word “多少” (how much/ how many) expects 

the answer to be a NUMBER; 

A question containing question word “哪里” (where) expects the answer to be a 

LOCATION; 

If a question contains question words like “什么”, “哪些”, “哪个”, “哪”, or “何”, 

which all have the meaning “what” or “which”, even though they may appear at any 

position in the question, usually the word indicating the question type is located close 

to the question word following some rules as shown in Table 3.1. For simplicity, let 

“what” represent the questions words, “XX” be the question type word, “is” stand for 

the Chinese word “是”, and “……” be anything else in the rest part of the question. 
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Table 3.1: General Rules for Determining Question Types with “What” Like Question 

Words 

 

It is easy to see that, no matter whether the question word appears in the beginning, 

in the middle, or at the end of the question, the word indicating the question type is 

usually located directly after the question word, or followed by “是” (is) and together 

in front of the question word. Of course due to the complexity of the Chinese 

language, there are many other ways of asking questions. Nonetheless, the above 

heuristics can reduce the amount of manual work required to create question 

templates.  

When the question category is decided, the question words are eliminated. In order 

to evaluate the effectiveness of statistical answer selection with simple pattern 

matching strategies, we did not use a named entity markup tool, such as BBN 

IdentiFinder that is used by Marsha, but based the answer selection on simple 

heuristics and answer patterns created by ourselves. 
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3.4.3 Passage Retrieval 

In the search component, the segmented words in the question are submitted together 

to search for satisfying passages. Some question types may suggest specific answer 

patterns. For instance, for the type PERSON, if after removing the question words, 

the remaining part of the question is R, then the following patterns may be expected 

in the corpus: 

 ..R..PersonName. 

 ..R..是(is) PersonName 

 PersonName 是(is) ..R.. 

If there are defined patterns for a question type, the regular expressions of the 

patterns are calculated to search against the corpus. If no passages are found or the 

question does not have a defined pattern, the question is segmented into bag of query 

terms to retrieve up to 10 passages with the QAP algorithm described in the previous 

section. The window size of each matched passage (hotspot) is expanded by 10 

characters at both ends. 

3.4.4 Answer Extraction 

The basic heuristic developed by MultiText to determine the score for a candidate 

answer term t is formulated as: 
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where 

pft  = the frequency that t occurs in the retrieved passages 

N  = the corpus size 

ft   = the frequency that t occurs in the corpus 

Hi  = the hotspot in the ith ranked passage, where 101 ≤≤ i  
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All candidate terms are extracted from the retrieved passages. If the passages are 

well-segmented, the answer selection heuristic does not even necessarily require a 

question classification because all questions can be treated as in the OTHER type and 

all terms appearing in the passages are viewed as potential answers to be scored. 

In order to be comparable with the Marsha system, the goal of our QA system is to 

return exact term answers instead of short passages limited to 50 or 250 bytes. A 

score assigned to a 50 or 250-byte passage is determined by accumulating the scores 

of all terms it contains, while a score given to an exact answer is determined by the 

term score only, assuming that only single-term answers are expected.  

To return exact answers the system needs accurate segmentation of the retrieved 

passages or effective recognition of named entities, especially with question 

classification and pattern matching. It is difficult because some named entities, such 

as person names and numerals, are neither regular Chinese words nor written with 
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explicit signals that can help determining the word boundaries. Even advanced 

segmenters can not detect them. Therefore, special processing is needed. For 

example, a name recognizer is implemented with the following tiering method: 

 Tier 1: special names, e.g. predefined foreign name translations that can be 

found from most modern Chinese dictionaries, for example, “阿姆斯特朗” 

(Armstrong); 

 Tier 2: regular Chinese names: 

 A surname: defined from a fixed surname set containing around 300 

Chinese surnames; 

 A first name: one or two Chinese characters (could be any characters); 

 A full Chinese name: A surname followed by a first name; 

 Tier 3: anything else. 

Similarly, a Chinese cardinal number is usually formulated as a sequence of 

numeral characters sometimes followed by a unit word. A number recognizer can 

sequentially scan from the first occurrence of numerals and stop at the first non-

numeral character. This character is matched against a pre-stored unit set. If it is a 

unit word, then it is included as part of the number; otherwise only the numeral part is 

returned as the number term. A Chinese ordinal is even simpler to recognize because 

it simply adds a “第” in front of a cardinal. The only difficulty is constructing the unit 

set. Different nouns require different unit words to “decorate” them. Unlike Chinese 
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surnames, there is no existing database for Chinese unit words. More human effort is 

required to populate the database. We have collected nearly 60 unit words and they 

seem sufficient to serve most nouns. 

With question classification, the weight of a term generated corresponding to the 

designated category (e.g., the terms in tier 1 and tier 2 for the PERSON category) is 

multiplied by a number greater than one, while the score of a term that is not an 

instance of the given category is multiplied by a number less than one. By doing this, 

candidates matching a category are likely to be ranked ahead of others, and in the 

case that the category is OTHER, or if the terms of a category is not found because 

the instance list is incomplete (for example, the expected answer is a city name that 

has not yet been included in the LOCATION type), the candidates are ranked as if by 

using the heuristic formula 3.8 alone. 



 

 54 

Chapter 4 

Experimental Setup 

Our experiments included both the evaluation of our Chinese QA system and the 

techniques for Chinese full-text retrieval. To set up the experiments, first of all the 

test collections were defined, including the document collections, topics for text 

retrieval, question sets for question answering, relevance judgments, and performance 

evaluation measures. Then the system specifications were given. Both full-text 

retrieval and question answering systems required the provision of search capabilities 

with the Chinese texts re-encoded and indexed. At the user end, online interfaces 

were created to facilitate both user interaction and automatic evaluations. 
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4.1 Document collections 

Two document collections were used. The main corpus was the TREC Chinese track 

collection as mentioned before (henceforth called TREC Chinese corpus). It 

contained 164,811 Chinese articles selected from the People’s Daily newspaper and 

the Xinhua newswire from 1991 to 1995. The GB encoded raw text was marked up 

with SGML tags and was about 170 megabytes in size, and no segmentation 

information was provided. Figure 4.1 gives an example of a document in the corpus. 

A secondary corpus was built from Web data crawled by Clarke in the MultiText 

group from the classified sites originating from the following commercial directory 

links:  

http://dir.sina.com.cn/ 

http://dir.sohu.com/ 

http://search.163.com/ 

http://cn.yahoo.com/ 

Starting with the above links as a seed set, pages were collected in breadth-first 

order [59]. At a given depth from the seed set, pages were gathered in a random 

order. Duplicate pages were removed with only one left. After eliminating the noise 

that is neither Chinese nor English text, each crawled page was transformed into the 

same markup format as TREC documents. The corpus to be indexed was about 17 

gigabytes in size (henceforth called Web Chinese corpus).  
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Figure 4.1: A Document in the TREC Chinese Corpus 
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4.2 Topics 

For full-text retrieval, the TREC-5 and 6 Chinese topics were used. Specifically, there 

were 28 topics for TREC-5 and 26 for TREC-6. The format for each topic was similar 

to an English ad hoc topic, which also contained a “title”, a “description” and a 

“narrative” field. However, the “title” field in a Chinese topic was a long phrase or a 

sentence, while the “description” field contained several keywords. This organization 

is the opposite of that used in the English topics described in Chapter 2. Besides, both 

Chinese version and English translation were given for each topic field. Figure 4.2 

shows topic 28 from TREC-5 as an example. 
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Figure 4.2: Chinese Topic 28 from TREC-5 
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4.3 Question Sets 

In order to compare the performance of our Chinese QA system with that of Marsha 

developed by Li and Croft, we requested the 51 Chinese questions used for the 

evaluation of Marsha from Li (henceforth called UMass questions). According to 

their description [73], 26 of the questions were selected from 240 questions collected 

from Chinese students in the Department of Computer Science at the University of 

Massachusetts, because only those were known to have answers in the TREC Chinese 

corpus. The remaining 25 questions were created by reformulating some of the 26 

questions. 

In addition to the Marsha questions, we also created a new question set containing 

149 questions. Some were selected and modified from the Chinese Millionaire game 

question corpus14, and others were collected from Chinese students in the School of 

Computer Science at the University of Waterloo. These questions were not known to 

have answers in the TREC Chinese corpus. 

 

4.4 Relevance Judgments 

For full-text retrieval, the relevance judgments for the 54 TREC Chinese topics were 

those obtained by NIST using the pooling method. The top 100 documents for each 

 
14 http://www.hkatv.com/infoprogram/millionaire/question/0815.html 
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topic retrieved by each submitted run were collected into a pool, and human assessors 

manually judged the relevance of each document. The relevance information of 

documents in the pool was then collected in a file, which was used as a standard to 

compare against each submission. Unjudged documents in the corpus were 

considered not relevant. 

For question answering, we first manually judged the correctness of each answer to 

a given question. To facilitate automatic judgments, the set of answers that were 

judged correct was created as a set of perl string-matching patterns [39]. An answer 

string matching any pattern of its question was viewed correct, and was judged 

incorrect otherwise.  

 

4.5 Evaluation Measures 

4.5.1 Interpolated Recall-Precision Averages 

To compare the retrieval performance of ad hoc runs, a recall-precision curve is used 

based on interpolated recall-precision averages as described in Chapter 2 [36]. The 

interpolated precision at recall level Ri is defined as the maximum precision value at 

all recall levels between Ri-1 and Ri. As in common practice, 11 standard recall levels 

are defined: 0.0, 0.1, …, 0.9, 1.0, and the interpolated average precision over all test 

topics at each given recall level is plotted. This measure roughly reflects the retrieval 

behavior of a particular run over the entire spectrum of recall.  
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4.5.2 Mean Average Precision (Non-Interpolated) 

The non-interpolated average precision [36] is one of the primary measures used to 

compare the overall performance of distinct ad hoc runs. The value is calculated by 

aggregating the precision values obtained when each relevant document is retrieved, 

and then dividing the sum by the total number of relevant documents. 

4.5.3 Average Precision at a Given Document Cutoff Value 

For an ad hoc run, the average precision at document cutoff value k, denoted by p@k, 

is given by averaging the precision value after k documents are retrieved over all 

topics.  

4.5.4 Average Cover at a Given Document Cutoff Value 

The Cover Measure, recently proposed by Cormack in the MultiText group, differs 

from the traditional precision measure in that, among a ranked list of k documents or 

passages retrieved, if any one of the k units contains a piece of information satisfying 

the user’s request (which refers to a document that is relevant to the given topic in 

context of document retrieval, or a passage that contains a correct answer to a given 

question in context of question answering), the cover at document (or passage) level 

k, is 1, otherwise it is 0. The average cover at a given document cutoff value k, 

denoted by c@k, is obtained by averaging the cover value after k documents are 

retrieved over all topics. 
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4.5.5 Mean Reciprocal Rank (MRR) 

The mean reciprocal rank (MRR) is an important traditional measure used to 

evaluate the performance of a QA system [29]. In early years of QA tracks, each 

participant was required to submit a ranked list of 5 [document-id, answer-string] 

pairs for each question. Every pair was judged as correct if the answer string 

contained the correct answer and the associated document also supported it, incorrect 

if the answer string did not contain the answer, and unsupported if the answer string 

contained the correct answer but the document did not support it. In the strict 

evaluation measure, unsupported answers were viewed incorrect; while in the lenient 

measure, unsupported answers were judged correct.  

To calculate the MRR for a run, the score given to each question is equal to the 

reciprocal of the rank where the first correct answer is found, if there is any; 

otherwise its score is 0. Therefore a question can only receive a score of 1, 0.5, 0.33, 

0.25, 0.2, or 0. The mean of all questions reciprocal ranks is assigned as the MRR 

score for a run. 

4.5.6 Accuracy 

In recent QA tracks, only one response is allowed to return to each factoid question. 

The main evaluation score for a run in such tasks is accuracy [33], which is defined 

as the fraction of questions that are judged correct. 
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4.6 System Setup 

4.6.1 Re-Encoding and Indexing of the Chinese Texts 

In the raw text of both TREC and Web Chinese corpora, to encode each Chinese 

character with the GB coding scheme, two bytes are used, where each byte is 

represented by an 8-bit char with a value greater than 128. As the original 

implementation of the MultiText system was only able to index printable ASCII 

character strings, in our experiments we used To’s [67] solution that each 2-byte 

Chinese character was re-encoded into a 6-byte ASCII string, which consisted of the 

character’s hexadecimal value with prefix “xx”. Each re-encoded string was followed 

by a space. Therefore, every Chinese character could be treated as an “English word”, 

and each multi-character Chinese word could be viewed as an “English phrase”. The 

non-Chinese part, such as English texts, Arabic numerals, and SGML tags, was left 

unchanged. For example, the text “<title> 中国, China </title>” was converted into 

“<title> xxD6D0 xxB9FA , China </title>”. The index of the text collection was 

based on individual characters and English words to allow for the flexibility in 

segmentation. The searching for a Chinese word was by using the phrase searching 

capability provided by MultiText, where a phrase was defined as a sequence of 

adjacent English words or Chinese characters. 

4.6.2 User Interfaces 

User Interfaces for Full-Text Retrieval 
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An online interface for full-text retrieval was originally developed for the TREC-5 ad 

hoc experiments [9]. It was then slightly modified to support displaying Chinese 

characters for TREC-6 Chinese track, as shown in Figure 4.3. For each query 

submitted through the interface, a ranked list of documents (document ID and an 

expanded hotspot passage) was returned to the user. This allowed the user to quickly 

look through the hotspots of each retrieved document and interactively formulate the 

manual queries. 
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Figure 4.3: TREC-6 Chinese Track User Interface 
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This interface could only accept one query at each time. To facilitate our 

experiments with a large set of topics, we adapted the interface to accept a query file 

as the input, which could contain multiple queries, either manually or automatically 

constructed. The retrieval result is a ranked list of document IDs for each query. 

When clicking on any document ID, the whole original document text can be 

displayed in a new window. 

For ranking algorithms such as QAP, CDR and Okapi BM25, there are not explicit 

multiple tiers for each query. The interfaces have similar appearances, as illustrated in 

Figure 4.4. 

For ranking algorithms CD and Tiered, multiple query tiers are generated for each 

query. Interfaces are created to facilitate users viewing each query tier together with 

the document list retrieved at each tier. The interfaces for CD and Tiered are shown 

in Figure 4.5 and 4.6, respectively. 
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Figure 4.4: Sample of a Chinese Text Retrieval Interface for QAP/CDR/Okapi BM25 
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Figure 4.5: Chinese Text Retrieval Interface for CD Ranking 
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Figure 4.6: Chinese Text Retrieval Interface for Tiered Ranking 



CHAPTER 4. EXPERIMENTAL SETUP              70 

 

User Interface for Question Answering 

The user interface for question answering was originally designed by Lynam in the 

MultiText group to facilitate answering user’s input questions and manual judgments. 

We slightly modified the underlying code to provide more useful information on the 

screen and to support QA in Chinese. After typing a question and clicking on the 

“Answer” button with the number of results selected, a list of expected number of 

ranked answers is given to the user, which includes the following information as 

shown in Figure 4.7: the answer score, the answer term, the supporting document and 

hotspot passage, and the judgment options if “eval” is chosen for answer evaluation. 

A user can read the answer term, the passage, and even the full document by clicking 

on the document ID to determine the correctness of each answer. The judgment result 

is automatically saved for future evaluations. 
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Figure 4.7: Chinese Question Answering Interface 
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Chapter 5 

Experimental Results and 

Analysis 

5.1 Experiments on Full-Text Retrieval 

To compare the effectiveness of existing retrieval techniques supported by the 

MultiText system, our preliminary experiments used only simple short queries 

manually created by To [67]. We then moved on to the automatic generation of 

queries combining different topic fields with different segmentation schemes. The 

manual and automatic queries that produced the best runs were then used for pseudo-

relevance feedback with and without Web reinforcement. The method was adapted 
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from the question answering passage retrieval (QAP) and answer extraction 

heuristics. Finally data fusion of several runs was applied to produce our best result 

that was comparable to most of the TREC-6 Chinese track submissions. 

5.1.1 Runs with Short Manual Queries 

As mentioned previously, To [67] used two versions of short queries for TREC-5 and 

6 Chinese Topics 1-54: as-is terms and bigrams. In this section the effectiveness of 

each query set is evaluated. Moreover, a direct comparison among five relevance 

ranking algorithms CD, Tiered, QAP, CDR and Okapi BM25 using the same query 

set was made. 

We denote the manual runs on the short query sets as QAPManualTerms, …, 

OkapiManualTerms, QAPManaulBigrams, …, OkapiManualBigrams. Figure 5.1 and 

5.2 show the recall-precision curves for as-is term queries and bigram queries, 

respectively, where precisions at 11 different recall levels (0.0, 0.1, 0.2, …, 1.0) are 

plotted. Table 5.1 and 5.2 give the average precision at document cutoff levels 1, 5, 

and 20 (denoted by p@1, p@5, p@20 respectively), the average cover at document 

cutoff levels 1, 5, 20 (c@1, c@5, c@20), the non-interpolated mean average 

precision, and the p-value of the Wilcoxon matched-pairs signed-rank test calculated 

over the mean average precisions of adjacent retrieval runs. Columns are shown in 

increasing order of mean average precision values. 
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Figure 5.1: Precision-Recall Curves for Short Manual Term Queries for TREC-5 and 6 
Topics (Topics 1-54) 

 

Measures 
 CD 

MaunalTerms 

QAP 

ManualTerms 

Tiered 

ManualTerms 

CDR 

ManualTerms 

Okapi 

ManualTerms 

p@1  0.6481 0.6481 0.6481 0.6667 0.6852 

p@5  0.6037 0.5370 0.6074 0.6333 0.6444 

p@20  0.5481 0.5176 0.5528 0.5722 0.5824 

c@1  0.6481 0.6481 0.6481 0.6667 0.6852 

c@5  0.9074 0.8519 0.8889 0.9074 0.9074 

c@20  0.9815 1.0000 0.9815 0.9815 0.9630 

Mean Average 
Precision 

 0.3205 0.3231 0.3611 0.3734 0.3945 

Intercolumn 
p-value 

  0.87 <10-5 0.04576 0.0396  

Table 5.1: Results for Runs Based on Short Manual Term Queries for TREC-5 and 6 
Topics (Topics 1) 
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Figure 5.2: Precision-Recall Curves for Short Manual Bigram Queries for TREC-5 and 

6 Topics (Topics 1-54) 

 

Recall 
QAP 

ManualBigrams 

CDR 

ManualBigrams 

CD 

ManualBigrams 

Tiered 

ManualBigrams 

Okapi 

ManualBigrams 

p@1 0.6296 0.6296 0.6481 0.6481 0.7037 

p@5 0.5593 0.6481 0.6370 0.6296 0.6630 

p@20 0.5333 0.5759 0.5023 0.5778 0.5926 

c@1 0.6296 0.6296 0.6296 0.6481 0.7037 

c@5 0.8519 0.9074 0.9074 0.9074 0.9630 

c@20 

 

1.0000 1.0000 1.0000 1.0000 1.0000 

Mean Average 
Precision 

 0.3555 0.4004 0.4023 0.4058 0.4202 

Intercolumn 
p-value 

  <10-4 0.6115 0.2627 0.05934  

Table 5.2: Results for Runs Based on Short Manual Bigram Queries for TREC-5 and 6 
Topics (Topics 1-54) 
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By comparing bigram queries with term queries, we first noticed that, for all 

ranking algorithms, using overlapping bigrams as queries was overall slightly better 

than using original terms, especially with CD ranking (up to 18.8% in mean average 

precision). Similar results were observed by To as well. A possible reason was that, 

by dividing the terms into bigrams, additional relevant documents containing 

variations of the original query terms were retrieved. While searching for a Chinese 

word “ABC”, this word was divided into bigrams “AB” and “BC”. A document in 

which these two bigrams co-occurred very close or overlapped with each other was 

likely to be retrieved. Such a document had a good chance of being relevant to the 

topic. 

Second, to compare the five ranking algorithms using the Wilcoxon test over mean 

average precisions, we observed that for both term and bigram queries, most of the 

ranking algorithms provided similar performance. QAP were slightly less successful 

than most others with both term and bigram queries. This indicated that QAP might 

probably not be very suitable for short queries. Okapi BM25 produced the highest 

mean average precision for both types of queries, but according to the p-values, the 

differences were not sure to be significant at the 95% confidence level. In our 

experiments, Okapi runs were most comparable to Tiered and CDR for both types of 

queries. 

By looking at the p@k and c@k values, it was interesting to notice that, first, p@1 

was always the same as c@1. This is obvious, as for each document, both precision 

and cover can only receive a score of either 0 or 1, depending on whether the 
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document is relevant. Second, c@20 was always close to 1, which implied that every 

ranking scheme retrieved at least one relevant document for almost all topics at the 

document cutoff value 20. Accordingly, in subsequently describing our experiments, 

it is not necessary to show the results of c@1 and c@20, as they are not very 

meaningful in comparing retrieval sets. 

 

5.1.2 Runs with Automatic Queries 

Another contribution in this report is our experiments with automatically formulated 

queries that had never been conducted by the MultiText group before. As mentioned 

in previous sections, the generation of automatic queries involved using different 

fields or field combinations in each of the 54 topics as resources: “title only” (denoted 

as T), “description only” (D), and “title + description” (TD). In contrast to English 

topics, in which the order of length of the fields was T < D < TD, in many Chinese 

topics “title” was not necessarily shorter than “description”.  For each type of query 

resource, the three described segmentation methods were applied respectively: 

Bigrams, BVN, and LDC. Therefore we had ended up with 9 automatic queries for 

each topic. In addition, the same five ranking algorithms were tested against each 

query set, which produced 45 runs in total for our experiments in this section. 

Okapi BM25 again produced the highest mean average precisions for all of the 9 

query sets. Figure 5.3 and Table 5.3 show the results of runs with automatic queries 

built upon “title+description” and segmented by LDC segmenter (TD&LDC). The 
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Okapi BM25 with TD&LDC queries also suggested the highest mean average 

precision among the 45 automatic runs. 
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Figure 5.3: Precision-Recall Curves for Automatic Queries (TD&LDC) for TREC-5 and 
6 Topics (Topics 1-54) 
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  Automatic queries (TD & LDC) 

Measures CD Tiered QAP CDR Okapi 

p@1 0.5741 0.5926 0.5556 0.5926 0.6481 

p@5 0.6074 0.5407 0.5778 0.6037 0.6778 

p@20 0.5333 0.5111 0.5176 0.5648 0.5991 

c@5 

 

0.9074 0.8333 0.9259 0.8889 0.9444 

Mean Average 
Precision 

 0.3514 0.3571 0.3751 0.3983 0.4389 

Intercolumn  
p-value 

  0.4669 0.7763 0.00297 0.00043  

Table 5.3: Results for Runs Based on Automatic Query Set TD&LDC and 5 Ranking 

Algorithms for TREC-5 and 6 Topics (Topics 1-54) 

 

According to Figure 5.3 and Table 5.3, Okapi BM25 outperformed all other 

retrieval algorithms with TD&LDC queries. In fact, for all query sets extracted from 

“title+description”, the differences between Okapi BM25 and other approaches were 

significant (p<0.001, Wilcoxon). This is probably because Okapi accounts for each 

search term’s query frequency. When combining the “title” and “description” fields, 

duplicate terms were not eliminated. Those repeated terms that were likely to be 

weighted higher by Okapi also had a good chance to be more important key words 

than non-duplicate words. 

The other ranking algorithms still provided similar performance. In this particular 

case CDR is slightly better than CD, Tiered and QAP. But in fact, by analyzing the 

performance of all these four algorithms applied to other types of queries, we found 

no common trends regarding which algorithms were consistently better than others. 

This may be because the automatic queries were mostly much longer than the short 

manual queries described in the previous section. All these four algorithms are 
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essentially quite similar in their designs and promise to derive high-performance from 

short queries. When applied to longer queries, some of them might lose effectiveness, 

most presumably because the more query terms, the less likely that the terms would 

appear in the same context in the documents as in the original topic fields.  

 

Table 5.4 shows the results of Okapi BM25 runs for each of the 9 query sets. 

  Okapi runs for automatic query sets 

 
T & 

Bigram 

T & 

BVN 

T & 

LDC 

D & 

Bigram 

D & 

BVN 

D & 

LDC 

TD & 

Bigram 

TD & 

BVN 

TD & 

LDC 

Mean 

Average 

Precision 

0.3369 0.2888 0.3490 0.3877 0.3894 0.3846 0.4280 0.4238 0.4389 

p@1 0.5370 0.5185 0.6296 0.5926 0.5741 0.6296 0.6852 0.5926 0.6481 

p@5 0.5370 0.5259 0.5667 0.6111 0.5845 0.6222 0.6407 0.6037 0.6778 

p@20 0.4861 0.4417 0.5157 0.5870 0.5278 0.5324 0.5750 0.5657 0.5991 

c@5 

 

0.8704 0.8519 0.8148 0.9074 0.8148 0.9259 0.9074 0.9074 0.9444 

Table 5.4: Results for Okapi BM25 Runs Based on 9 Automatic Query Sets for TREC-6 

and 6 Topics (Topics 1-54) 

 

The results shown in Table 5.4 imply that, among the three different fields or field 

combinations used for query construction, “title+description” (TD) produced the best 

runs. All the three Okapi runs with TD were comparable with the best short manual 

runs, such as OkapiManualBigrams (p>0.2, Wilcoxon). “Description only” (D) led to 

less successful performance, but was better than “title only” (T), as opposed to the 

typical results in English ad hoc results, where “title only” performed almost as well 

as “title+description” and they were both better than “description only”. The 

difference between Chinese and English runs was due to the different topic 

presentations. In an English topic the title area contains no more than 4 terms, which 
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are further described by a sentence in the description area. On the contrary, the 

Chinese description field of each topic consists of a set of keywords, ranging from 2 

to 10 terms, whereas the title was written as a sentence, which was harder to segment 

properly and contained more noisy information, e.g. non-key words and stop words. 

Most descriptions were longer than their corresponding titles, while some 

descriptions were shorter. Very short automatic Chinese queries could not be derived 

from either title or description fields. The retrieval effectiveness was therefore 

primarily relying on the recognition of key words rather than the query length.  

Second, over the three segmentation methods, it was apparent that LDC worked 

better than other simpler segmentation schemes in the experiments. Those results 

appeared interestingly opposite to what we discovered in the case of short manual 

queries. A possible explanation was that, for short queries, the number of overlapping 

bigrams was small and the system was more able to decide correctly which bi-grams 

should co-occur or overlap. For long queries, however, bigrams were over-generated 

without relative position information. The retrieval system was more likely to 

“misunderstand” the meaning of the query, and therefore the retrieved documents 

were less likely to be relevant to the topic. Similarly, BVN also generated more noise 

to hurt the queries than LDC. 

5.1.3 Runs with Pseudo-Relevance Feedback and Web 

Reinforcement 
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As described before, in the MultiText QA system, the passage retrieval algorithm 

QAP is used to obtain hotspots with surrounding texts containing a high density of 

query terms, and the answer extraction heuristics can extract terms by scoring each 

term in the passage based on the term’s passage frequency, inverse document 

frequency, and distance to the hotspot. In full-text retrieval, the QAP algorithm and 

the answer extraction heuristic can be adapted for pseudo-relevance feedback [21]. 

The procedure is as follows: 

1. The initial query is submitted to the retrieval system and ranked by the QAP 

algorithm to retrieve the top m hotspots; 

2. Each non-query term appearing in the hotspots or surrounding texts is viewed 

as a candidate feedback term and ranked with the weighting scheme similar to 

the answer extraction heuristics (formula 3.8) used in the QA system. 

Specifically, the feedback score for term t is given by: 

∑
≤≤ ⋅

=
mi it

t tHLf
Nw

1

)
),(

log(                                                    (5.1) 

 where 

  N = the corpus size; 

  ft = frequency that t occurs in the corpus; 

  Hi = the ith hotspot, mi ≤≤1 ; 
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  l(Hi) = the length of Hi in term positions. 

3. The top k feedback terms are extracted and added to the original query. In 

order to signal that the feedback terms are less important than the original 

query terms, the retrieval weight of each feedback term t is scaled with a 

scaling factor St as follows: 

W
wC

S t
t

⋅
= ;       (5.2) 

 where 

  C = a constant coefficient with a value smaller than 1; 

  W = the score of the top-ranking feedback term. 

4. The scaling factors are used to modify the Okapi BM25 formula 3.6 by 

adjusting the retrieval weights: 

∑
∈ +

+

Qt t

t
tt dK

dk
qwS

)1( 1)1( ;     (5.3) 

This implies that the scaling factors for all original query terms are equal to 1, 

but for all feedback terms are no more than C. 
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5. The expanded query is submitted to retrieve the top 1000 documents with the 

modified Okapi BM25 measure. 

In our experiments, m=20, k=35, C=1/3. We selected the best short manual query 

set ManualBigrams as well as the best automatic query set TD&LDC as original 

queries. We used Bigrams instead of LDC words as feedback words, because in the 

large corpus the limited built-in dictionary used for LDC segmenter resulted in many 

ambiguous unigrams. Both the TREC Chinese corpus and the Web corpus were used 

for extracting feedback terms, called local feedback and Web feedback, respectively. 

A specific rule with Web feedback was that only the terms appearing in local 

feedback term lists were considered as feedback candidates. This rule was to ensure 

that all feedback terms could be found in the TREC corpus. 

Table 5.5 shows the impact of pseudo-relevance feedback strategies applied to 

ManualBigrams manual queries and TD&LDC automatic queries. 

 

  Okapi for ManualBigrams Okapi for TD&LDC  

 
No 

Feedback 

Local 

Feedback 

Web 

Feedback 

No 

Feedback 

Local 

Feedback 

Web 

Feedback 

p@1 0.7037 0.7407 0.7037 0.6481 0.6481 0.6481 

p@5 0.6630 0.6741 0.6556 0.6778 0.6704 0.6778 

p@20 0.5926 0.6167 0.6028 0.5991 0.6037 0.6056 

c@5 

 

0.9630 0.9444 0.9259 0.9444 0.9444 0.9444 

Mean Average 
Precision 

 0.4202 0.4347 0.4318 0.4389 0.4451 0.4463 

Intercolumn 
 p-value 

  0.00017 0.07451 <10-4 0.8737  

Table 5.5: Best Short Manual and Automatic Runs with Local and Web Pseudo-

Relevance Feedback and Okapi BM25 (for TREC-5 and 6 Topics 1-54) 
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Two conclusions can be drawn from Table 5.5. First, pseudo-relevance feedback 

was helpful in improving retrieval performance for both manual and automatic 

queries. Although the improvement of mean average precision was only up to 3.5%, 

Wilcoxon tests showed that the difference between using feedback or not was 

significant. Second, there seemed to be not much difference between local and Web 

feedback. This was probably because the documents in the relatively small TREC 

corpus were written during 1991 to 1995 and focused on political topics, while the 

Web data were massive and more up-to-date. Few additional terms found from the 

Web were added into the candidate term list.  

5.1.4 Fusion of Best Runs 

It has been observed by Lee [51] and Fox et al. [23] that the weighting schemes in 

different types of retrieval algorithms may retrieve different set of documents, and the 

overall retrieval effectiveness can be improved by fusing the results of multiple runs 

produced by different retrieval strategies. We used the fusion method described by 

Lee [51] to blend four of our best runs—the Okapi BM25 local and Web feedback 

runs using ManualBigrams and TD&LDC queries, respectively—combining the 

documents for each topic retrieved in the four runs were combined by taking the 

intersection of the result sets. Each document score was assigned as the sum of its 

normalized scores in different runs, where, the normalized score of a document in a 

particular run is given by: 
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The fusion of the four runs retrieved 4731 relevant documents for TREC-5 and 6 

topics 1-54, with non-interpolated average precision over all relevant documents 

0.4838. This improved the previous best results by 8.4%.  

In order to compare our results with TREC submissions, we also evaluated the non-

interpolated average precision for TREC-6 topics (29-54) only. The result 0.5606 was 

better than 23 out of the 28 runs submitted for the TREC-6 Chinese track. The five 

retrieval sets that outperformed our fusion run include: Queens College automatic 

(mean average precision=0.6263), University of Waterloo manual (0.6203), ETH 

manual (0.5868) and automatic (0.5733), and CLARITECH manual (0.5797). 

Interestingly, the best Chinese run at TREC-6 was based on automatic queries 

(Queens College automatic) instead of manual queries.  

 

5.2 Experiments on Question Answering 

Our experiments started with the basic version of our Chinese QA system, which 

included only term and document statistics for both passage retrieval and answer 

extraction. In the question analysis component, we simply removed stop words and 

question words like “谁” (who), “何” (what/which), “什么” (what), “哪
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个”(what/which), “哪些” (what/which), “几” (how much/many), “多少” (how 

much/many), etc., and then segmented the remaining part of the question into bag of 

query words to retrieve passages with the QAP algorithm. There were no question 

categories or answer patterns defined in the baseline. The answer extraction was 

simply based on segmenting the top passages and using the answer scoring heuristic 

(formula 3.8) that accounts for candidate term passage frequency (term redundancy), 

rarity, and distance to the hotspots. In Section 5.2.1 we examine the effectiveness of 

those statistics-based heuristics along with different segmentation schemes. The test 

collection only included the TREC Chinese corpus and the UMass question set. We 

then augmented our system with question categorization and answer patterns. In 

Section 5.2.2 we experimented on the impact of adding these natural language 

processing heuristics. After comparing our system’s performance with Marsha using 

the same test collection, we extended the evaluation of our system with the new 

question set and the Web corpus described in Chapter 4. 

5.2.1 Impact of Different Segmentation Schemes 

Both passage retrieval and answer extraction components required segmentation of 

Chinese texts. The segmentation schemes to be applied were not necessarily the same 

for these two phases. For example, we could use bigrams for passage retrieval but 

LDC words for answer extraction. As we had three implemented segmentation 

methods at hand: Bigrams, BVN, and LDC, from the simplest to the much more 

advanced, the combination could end up with six versions of runs. For simplicity, we 
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only evaluated two ends of the spectrum—Bigrams and LDC—to produce four runs, 

for the general purpose of investigating whether a simple or a sophisticated 

segmentation scheme should be better for each component of question answering. 

As shown in Section 5.1, bigrams and LDC words were both feasible, although 

may not be equivalent, for information retrieval. In the answer extraction component, 

however, since the user would not expect answers always in the form of bigrams, 

special processing was required when using bigrams for segmentation. We proposed 

a simple heuristic to address this problem. 

Recall the answer extraction formula 3.8: 

 )
)1),((

log(
+⋅

⋅=
tHlocf

Npfw
it

tt  

When overlapping bigrams were extracted from the retrieved passages and ranked 

with this formula, the IDF-like weighting component would likely favor non-words, 

because these bigrams could be rare. This could result in returning nonwords as 

answers to the user. A way to normalize the scores, was to consider the mutual 

information I(t1, t2) between the two characters t1 and t2 contained in a bigram t as a 

cutoff factor: 
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where  
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With formula 5.4, a highly ranked bigram has better likelihood of being a real 

word. If two or more top bigrams were extracted from the same passage, and these 

bigrams overlapped, they were concatenated with the overlap eliminated. Each 

retrieved passage was examined until all such n-grams ( ) were obtained. The 

term scores of those new n-grams were calculated and all extracted terms were ranked 

to be voted for the final answers. 

2≥n

To evaluate the basic versions of our system, the main measures we used were 

mean reciprocal rank (MRR) and accuracy. QA at TREC originally used MRR to 

evaluate systems that returned 5 answer passages for each question, and later on used 

accuracy when only one answer was allowed for each question. Our systems looked 

for exact answers, but for a more in-depth investigation we had a ranked list of 5 

answers returned for each question. Accordingly we used MRR to evaluate all 5 

answers, while used accuracy to only examine the top answer. 

Table 5.6 shows the results of the basic system using the combinations of Bigrams 

and LDC segmentation schemes, where in addition to MRR and Accuracy, it gives 

the “#incorrect”, the number of questions that suggested no correct answers in any of 

the five returns, as well as the “%correct”, or “c@5”, which is the fraction of 

questions that suggested at least one correct answer among the five returns. The four 

runs were denoted by Bigrams-Bigrams (Bigrams for passage retrieval, Bigrams for 

answer extraction), LDC-Bigrams (LDC for passage retrieval, Bigrams for answer 
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extraction),  Bigrams-LDC, and LDC-LDC. The test collection, as mentioned before, 

contained only the TREC Chinese corpus and the 51 UMass questions. 

Basic Runs %Correct
(c@5) MRR Accuracy #Incorrect 

Bigrams-Bigrams 29.41 0.259 0.235 36 
LDC-Bigrams 25.49 0.232 0.216 38 
Bigrams-LDC 33.33 0.320 0.314 34 

LDC-LDC 33.33 0.333 0.333 34 

Table 5.6: Running Results of Basic QA System with 4 Segmentation Combinations 

 

Apparently, runs using LDC for answer extraction produced much better results 

than runs with Bigrams for the same component.  When using bigrams for answer 

extraction, the heuristic formula 5.4 had successfully formulated several correct 

answers longer than bigrams, such as “曹雪芹” (Cao, Xue-qin) from “曹雪” and “雪

芹” for question 36 “红楼梦的作者是谁?” (Who is the author of the Dream of the 

Red Chamber?), however, it increased the complexity of the weighting scheme and 

required more time on processing terms, and its power was even limited when 

answers became more rare and complicated. Therefore, LDC was a better choice for 

answer extraction. As for passage retrieval, Bigrams and LDC had close performance. 

In order to allow for simplicity of adding more natural language processing on top of 

the basic system, such as more sophisticated question analysis, correctly segmented 

words were better suited. Thus we kept the basic LDC-LDC version as the baseline of 

our QA system. 
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5.2.2 Impact of Using Answer Patterns 

To find more accurate answers, we augmented the LDC-LDC baseline with question 

classification and pattern matching. When a specific category was assigned to a 

question, the answer extraction component took advantage of this information by 

restricting the candidate terms to instances matching the patterns corresponding to the 

designated category. As mentioned in Chapter 3, we defined seven question 

categories, similar to the Marsha system. The heuristics for determining instances for 

PERSON, NUMBER, DATE and TIME were described in Chapter 3. For 

LOCATION and ORGANIZATION types, the candidates were lists of terms 

appearing in the LOCATION and ORGANIZATION names, respectively. It was 

difficult to include all instances in these categories, but with the aid of the statistics-

based heuristic (formula 3.8), there was still a good chance to locate the correct 

answer even though it was not included as an instance of the category it belonged to. 

Using the same test collection as in Section 5.2.1, the result of running the 

augmented system is shown in Table 5.7: 

Runs # Correct MRR Accuracy # Incorrect 
Baseline 

(LDC-LDC) 33.33 0.326 0.314 34 

Augmented 70.59 
(+211.8%) 

0.660  
(+102.5%) 

0.627  
(+99.7%) 

15  
(-55.9%) 

Table 5.7: QA Result with Question Classification and Pattern Matching 

 

Table 5.7 shows a significant improvement of our system by the use of question 

categories and answer patterns. This indicated that natural language processing was 
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of great importance for QA in the Chinese language. A typical example was question 

15 “卢沟桥上有多少个石狮子?” (How many stone lions are there on the Lu-Gou 

Bridge?). The correct answer—“四百八十五个” (where “四百八十五” is composed 

by numerals and means 485; “个” is just a unit word to fit in the context)— was in 

the NUMBER category, was impossible to be found without defining the answer 

patterns, because neither statistic heuristics nor a dictionary could locate such a 

character sequence as a word. However, with answer patterns, it was found and 

ranked highest in the answer list. The other answers in the top five, as shown below 

also matched the NUMBER category: 

2). 七七 (77) 

3). 451 

4). 一个 （one） 

5). 2 

Among the 51 questions, six belonged to the NUMBER category. None of them 

suggested correct answers in the baseline system. The augmented version returned 

correct answers at top rank for three of the questions, and at rank 5 for another one. 

The impact of using our name recognizer for the PERSON category was even 

significant. The baseline system only answered five of the 14 questions correctly in 

the PERSON category, while our augmented version returned correct answers for all 

of them, 13 of which were at the top rank and the remaining one was at the second 

rank. Both systems worked well on LOCATION, ORGANIZATION, and OTHER 

questions, which might imply that system performance on these types of questions 
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was relying on the correct segmentation and the statistical answer selection heuristics 

more than pre-defined answer patterns. Both our baseline and augmented systems lost 

points for DATE and TIME questions. We defined answer patterns similar to the 

NUMBER types, except that we restricted the set of unit words and the particular 

formats for expressing time and date. For instance, the only unit words in the DATE 

category were “年”(year) , “月” (month), “日”(date), “星期”(week), “礼拜”(week), 

“公元”(A.D.), “公元前”(B.C.). The most common format in expressing a date is “x

年 y 月 z 日”. The reason that our augmented system failed to return correct answers 

for many of these questions, was both because of the complexity in expressing time 

and dates, and because in reality, time and dates are subject to change and are likely 

to be expressed relative to a historical time or date. This was also observed by Li and 

Croft [73]. An example they gave was the question “谢军在哪一年战胜了前苏联选

手第一次获得国际象棋世界冠军” (In which year did Jun Xie defeat a Russian 

player and win the world chess championship for the first time?). The answer we 

produced was the same as Marsha: “今天”(today). This incorrect answer actually 

referred to the date of October 29, 1991 in the context of the supporting document. 

5.2.3 Comparison with the Marsha Chinese QA System 

Since our QA system used the same document and question collections as Marsha 

did, we could compare the performance of the two systems. 
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Marsha answered 24 questions correctly. As it only returned one answer for each 

question, the accuracy was equal to MRR: 0.47. It might have the potential to answer 

more questions correctly if it suggested 5 answers per question, thus it is hard to 

compare the MRR and c@5 between our system and Marsha. But by only looking at 

the top returns, our system produced 32 correct answers with accuracy 0.627, which 

significantly improved Marsha’s results by 33.4%. The reasons, as analyzed in 

Chapter 3, mainly lay in the effective passage retrieval algorithm and answer 

selection heuristics. The answer patterns we defined were also helpful in extracting 

answers that were unable to be located by a named entity markup tool such as 

IdentiFinder. 

5.2.4 Evaluation with New Questions and the Web Corpus 

Compared to the real QA tracks in English, the test collection used for our Chinese 

system was relatively too limited. The document corpus was only 170MB in size, and 

the UMass question set contained only 51 questions. Even though our system 

answered about 70% of questions correctly, we were uncertain that the system could 

scale up for real applications. Accordingly, we extended our evaluations with a 

secondary document collection—the 17GB Web corpus, as well as a larger question 

set—the 149 new questions as described in Chapter 3. 

The experiments were conducted as follows: All runs used the new questions. The 

first run was still based on the TREC corpus only; the second run used the Web to 

reinforce the selection of candidates extracted from the TREC corpus; and the last run 
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used the Web collection only for passage retrieval and answer extraction. The results 

are given in Table 5.8: 

Runs with 
 new questions 

% Correct 
(c@5) MRR Accuracy # Incorrect 

TREC Corpus  56.38 0.519 0.497 65 
TREC Corpus 

 +Web Reinforcement 57.72 0.516 0.483 63 

Web only 53.02 0.484 0.463 70 
Table 5.8: Evaluation of Chinese QA with New Questions and Web Corpus 

 

Our system seemed still effective in general when new questions were tested. In 

fact, using the Wilcoxon test on the reciprocal ranks, the differences were not 

significant between any pair of the runs (p>0.3). However, the significance test does 

not fully characterize the systems’ performance. Compared to the run with TREC 

corpus only, Web reinforcement could influence the answer selection component 

only by changing the term passage frequency (term redundancy factor). In our 

experiments, the Web data affected the system by having fewer of the new questions 

answered correctly at the top rank, while acquiring more correct answers between 

rank 2 and 5. However, overall the use of Web did not produce gains in the 

performance. The problem might be explained by the quality of the Web data. As 

mentioned in Section 5.1, there was a mismatch about the age and styles between the 

TREC and Web data. For example, for question “中国国家主席是谁?” (Who is the 

president of China?), in the TREC corpus, where the articles were written between 

1991 and 1995, the answer should be “杨尚昆” (Yang Shang-Kun) or “江泽
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民”(Jiang Ze-Min). However, the Web data would suggest the current president’s 

name: “胡锦涛” (Hu Jin-Tao). We treated all these answers to be correct. Runs with 

TREC data only and TREC with Web reinforcement would only return  “杨尚昆” 

(Yang Shang-Kun) or “江泽民”(Jiang Ze-Min) to the user, since only terms 

appearing in the TREC corpus were allowed to be voted as answer candidates. 

Therefore, in the run with Web reinforcement, the Web data would only degrade the 

scores of the candidates found in TREC Corpus, which might result in none of the 

desired answers being returned to the user. Another problem regarding the Web data 

was that most pages we retrieved were from commercial sites, and thus the 

advertisements took up a considerable fraction of the corpus and produced a lot of 

noise. In most cases, TREC passages were ranked ahead of Web passages. This might 

also explain the reason that the “Web only” run did not produce a gain either.



 

 97 

Chapter 6 

Conclusion and Future Work 

Typical modern QA systems employ NLP strategies on top of IR. In the course of 

developing a Chinese QA system with MultiText, there arose two questions: Are the 

IR techniques developed by MultiText suitable for retrieving information from 

Chinese texts? What specific NLP problems need to be addressed for Chinese QA?  

To answer these questions, first of all there was a need to re-visit a traditional 

Chinese IR task—full-text retrieval. During MultiText’s participation in the TREC-6 

Chinese track, the character-based indexing and the use of the Shortest Substring 

Ranking applied to structured long manual queries produced the best manual 

submission. However, retrieval with automatic queries and pseudo-relevance 

feedback was not investigated. Chinese NLP issues, such as automatic word 

segmentation, were therefore also left unexplored. In the full-text retrieval 
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experiments described in this thesis, we used both short term and bigram queries that 

were constructed by To[67] as well as a set of automatic queries that were extracted 

from “title”, “description”, or “title+description” segmented with three different 

schemes: Bigrams, BVN, and LDC, from the simplest method to the most advanced. 

The document ranking algorithms we examined included both traditional and new 

passage-based strategies, including CD, Tiered, QAP and CDR, and a variant of a 

well-known probabilistic document retrieval method Okapi BM25. 

In general, most retrieval techniques were also shown appropriate for Chinese. The 

overall comparison among the five different ranking techniques indicated the same 

trends of retrieval effectiveness in Chinese as in English: most techniques produced 

comparable performance, while Okapi BM25 worked slightly better. In particular, for 

short manual queries, using overlapping bigrams were better than using as-is terms. 

QAP performed less successfully than other algorithms, probably because the terms’ 

within-document frequency was not considered. For automatic queries that were 

usually longer, however, it was hard to identify the best passage-based algorithms, as 

most of them were initially designed to achieve high-performance for very short 

queries. When a query contains more terms, there is a less likelihood that the terms 

would appear in the same context in the documents as in the original topic fields. To 

compare three segmentation schemes, we noticed that LDC outperformed Bigrams 

and BVN, which might imply that more accurate segmentation could be beneficial for 

longer queries. To compare the use of different topic fields for query formulation, 

“title+description”, which resulted in the longest queries with duplicate search terms, 
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worked the best. “Description only” queries were in general a little bit longer than 

“title only” ones, but not necessarily true for some of the topics. Because the 

description area contained a set of keywords while the topic area was a sentence or 

phrase that was harder to segment and contained more noise, “description only” 

queries produced consistently better results than “title only” ones, as opposed to the 

results in English ad hoc retrieval. Further improvement to our results was made 

using pseudo-relevance feedback adapted from the QAP algorithm and the QA term 

selection heuristics to identify feedback terms and weights for query expansion. The 

fusion of several best runs produced significant gains and was competitive with most 

of the TREC-6 Chinese track submissions. 

When stepping into the actual building of a Chinese QA system, we incorporated 

the pipeline architecture similar to the MultiText English QA system. The MultiText 

QAP and term extraction heuristics were both used in our system and proved 

effective in our experiments. Among the different segmentation schemes, LDC was 

more suitable for the QA task as more NLP was required than in full-text retrieval. 

The heuristics designed specifically for Chinese question categorization and pattern 

matching, such as the name and number recognizers considerably improved the 

system performance. 

Both full-text retrieval and question answering experiments involved the use of the 

Web corpus. However, the Web data did not produce desired gains in the 

performance of our systems. The most probable reasons were that the Web data were 

collected from commercial sites whose quality might not be high, and most Web 
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content was about 10 years newer than the newswire articles in the TREC corpus, 

which led to a mismatch between the two collections. 

 

For future work, for text retrieval, we need to investigate in depth the relationship 

between query length and the effectiveness of each ranking and segmentation 

algorithm. This research might be the key to find out the factors related to retrieval 

effectiveness and thus the best representation of Chinese queries. For QA, more 

efforts are necessary in question categorization and pattern matching. The 

classification of our current question categories is too general. In TREC QA, it has 

been observed that there was a trade-off between the use of a few very broad 

categories and the use of many specialized categories [31]. We may consider using a 

hierarchical typology to exploit this trade-off in the future. The current answer 

patterns we designed are far from complete for real QA applications. For example, 

the recognition of time and date was not successful. In future we may consider 

combining the BBN IdentiFinder with our own pattern recognizers to help identify 

more answer patterns properly. Furthermore, our current QA system could only solve 

open-domain, factoid questions. Techniques dealing with temporal, domain-specific, 

list and definitional questions can to be exploited in the future. We also plan to 

incorporate existing techniques for both English and Chinese QA systems into a 

cross-lingual QA system in which the user can input questions in one language while 

obtaining the answer in the other. In addition, a standard test collection with high 

quality of question sets and document corpus need to be built as well. 
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